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We’ve been working with the Nexus 5Ks a good bit lately and they are just cool, no two ways about it.  One really nice feature

that the Nexus 5000 and 7000 support is vPC, or virtual port-channels.  Take note that support for vPC is new on the 5K and
you’ll need at least version 4.1(3)N1(1) of NX-OS.  If you are below that first grab the latest version from Cisco and update

your systems.

Why We Bundle Connections

I’m sure most people reading this are familiar with port-channels, but if not…read on.  A port-channel is a way to group two or

more interfaces together.  Some people call it bundling, Etherchanneling (a specific type of port-channel..but commonly used),
and other names.  The idea is that you are making multiple connections look like one.  There are considerations around using that
additional bandwidth that I won’t get in to here, but the point is that it’s a single bundled connection.

Why do we do this?  A couple of reasons.  The first is redundancy.  This way a single connection going down doesn’t cause a

disruption.  If I port-channel four Gb connections from a server to a switch and lose a single NIC in the system I’m still up and
running.  We also do it for speed.  You can take advantage of higher throughput by bundling connections together.  Again, there
are special considerations there, but it’s an option.  Finally, we also do it to reduce complexity of the network.  Go a little deeper
here.  If you have two switches and connect them with two connections not bundled what do you have?  You have a loop. 
That’s bad.  If a host on one of those switches sends out a broadcast it will just circle those switches.  Add in a few more

switches and another loop or two and you’ll get a multiplier effect on each broadcast which will cause a broadcast storm.

We normally use a protocol called Spanning Tree to find loops in a switched network and get rid of them.  Spanning Tree does
this by blocking ports so in the example it would block one of those connections between the switches.  Now if the other
connection failed it would open that blocked connection but you would never get more than a single connection’s worth of

bandwidth between the switches.  That sucks!  So we bundle connections.  This way we get redundancy and bandwidth but to
the switches (and Spanning Tree) they appear as one connection, so no loop and no blocked ports.
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What vPC Gives Us

So we know why we bundle connections together and one of those reasons was redundancy.  You have a VMware ESX server
with four NICs on it.  You decide to bundle those four NICs (not always the case..may do 2 and 2, but in this example all 4). 
One restriction you’ll find is that the switch has to know you’re doing this.  It has to know that all four of those connections
terminate to the same place on the other end.  That means that you have to terminate those four NICs from the server to the same

switch, or at least the same switch stack (since members of a stack talk and act as one).  But doesn’t that defeat the purpose of
what we’re doing?  The switch failing will take us down.  So really we’ve only protected against a NIC or single port failure.

That’s where vPC comes in.  The goal behind a Virtual Port Channel was the ability to terminate the connection on separate
switches without making everyone support a new protocol or standard, because that would never happen.  What good would
this new, though cool, protocol be if no one else supported it?  vPC allows you to connect to redundant switches without the host

(or other switch) knowing they are separate.  That host (or switch) thinks that its port-channel is going to a single switch, but it
isn’t.  This way you can take something like a VMware ESX host or non-Nexus switch and connect it to a Nexus 5K or 7K with
diverged connections and those end devices will be configured just like a normal port-channel.

Configuring the vPC

Configuration on the Nexus switch for a vPC is actually very simple.  In this example we’ll be configuring two Nexus 5020
switches to support vPC connections.

The first step is to enable vPC functionality on the switch.  If you haven’t used a Nexus yet it’s a bit different than other IOS
based systems.  Many features are not enabled by default to save memory, performance, and cut down on running processes. 
To enable vPC you type the following on both switches:

N 5 K 1 ( c o n f i g ) #  f e a t u r e  v p c

The next option is to create a vPC domain.  A domain is just a number assigned to the switches that will share vPC information. 
In this example since these two switches will both be terminating the same connections they’ll both get the same vPC domain:

N 5 K 1 ( c o n f i g ) #  v p c  d o m a i n  1

You will then be in the configuration for that vPC domain.  There are several options you can set here such as switch priority, but
the only required option is the destination peer.  This is the IP address of the other switch so the two can talk and exchange
information.  In this example we’ll be using the IPs of mgmt0.  On the first switch, N5K1:

N 5 K 1 ( c o n f i g - v p c - d o m a i n ) #  p e e r - k e e p a l i v e  d e s t i n a t i o n  1 0 . 1 8 0 . 0 . 1 0 3
N o t e :
 - - - - - - - - : :  M a n a g e m e n t  V R F  w i l l  b e  u s e d  a s  t h e  d e f a u l t  V R F  : : - - - - - - - -

And on the second switch, N5K3:

N 5 K 3 ( c o n f i g - v p c - d o m a i n ) #  p e e r - k e e p a l i v e  d e s t i n a t i o n  1 0 . 1 8 0 . 0 . 1 0 1
N o t e :
 - - - - - - - - : :  M a n a g e m e n t  V R F  w i l l  b e  u s e d  a s  t h e  d e f a u l t  V R F  : : - - - - - - - -

The note below each command just says that the Management VRF will be used since we’re using the management IP address. 
The next step is to create a “peer link” between the two switches.  This is used for high-speed communication and will carry data
from one switch to another if the links on one side fail.  Example diagram below:
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The idea of the peer link is that if the connections to one switch, say the one on the left, go down and traffic gets sent to the
switch on the right, that switch can then forward traffic to the left switch.  The destination for the hosts traffic may be off of either
switch so you need a way to route traffic in the event of a downed connection.  For this reason the peer link is usually fast and
made up of two or more physical connections, for throughput and redundancy.  In our example here we’ll be connecting them
with two 10Gb connections.  This is done by creating a standard port-channel of two interfaces between the switches.

On the first switch:

N 5 K 1 ( c o n f i g ) #  i n t e r f a c e  e 2 / 3 - 4
N 5 K 1 ( c o n f i g - i f - r a n g e ) #  s w i t c h  m o d e  t r u
N 5 K 1 ( c o n f i g - i f - r a n g e ) #  c h a n n e l - g r o u p  1 0 0  m o d e  a c t i v e
N 5 K 1 ( c o n f i g - i f - r a n g e ) #  i n t e r f a c e  p o 1 0 0
N 5 K 1 ( c o n f i g - i f ) #  v p c  p e e r - l i n k
P l e a s e  n o t e  t h a t  s p a n n i n g  t r e e  p o r t  t y p e  i s  c h a n g e d  t o  " n e t w o r k "  p o r t  t y p e  o n  v P C  p e e r - l i n k .
T h i s  w i l l  e n a b l e  s p a n n i n g  t r e e  B r i d g e  A s s u r a n c e  o n  v P C  p e e r - l i n k  p r o v i d e d  t h e  S T P  B r i d g e  A s s u r a n c e
( w h i c h  i s  e n a b l e d  b y  d e f a u l t )  i s  n o t  d i s a b l e d .

And on the second switch we’d do the same thing.  At this point your vPC domain should be up and operational between the
two switches.  You can check this with the “show vpc” command:

N 5 K 1 ( c o n f i g - i f ) #  s h o w  v p c
L e g e n d :
 ( * )  -  l o c a l  v P C  i s  d o w n ,  f o r w a r d i n g  v i a  v P C  p e e r - l i n k

v P C  d o m a i n  i d                    :  1
P e e r  s t a t u s                      :  p e e r  a d j a c e n c y  f o r m e d  o k
v P C  k e e p - a l i v e  s t a t u s            :  p e e r  i s  a l i v e
C o n f i g u r a t i o n  c o n s i s t e n c y  s t a t u s :  s u c c e s s
v P C  r o l e                         :  p r i m a r y

v P C  P e e r - l i n k  s t a t u s
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
i d    P o r t    S t a t u s  A c t i v e  v l a n s
- -    - - - -    - - - - - -  - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
1     P o 1 0 0   u p      1 , 1 0 1 , 4 0 0 - 4 0 4 , 9 9 9

Now you are ready to put interfaces in to other port-channels spread across the two switches.  It’s the same as any other port-
channel with one exception.  Notice the “vpc 10″ configuration below:

N 5 K 1 ( c o n f i g ) #  i n t  e 1 / 4 0
N 5 K 1 ( c o n f i g - i f ) #  c h a n n e l - g r o u p  2 0
N 5 K 1 ( c o n f i g - i f ) #  i n t e r f a c e  p o 2 0
N 5 K 1 ( c o n f i g - i f ) #  v p c  1 0

The “vpc 10″ line tells the switch that this port-channel is part of a vPC.  You configure it the same way on the second switch as

well and the switches match up the port-channels in vPC 10.  So if you connected two connections to each switch from the ESX
box you would put the two connections in channel-group 20 on each side and then the switches would know that both of those

are in vPC 10 and therefore bundle all 4 connections together across both switches.

Your ESX server now has redundant connections to redundant switches.  To check the status on these connections you use the

“show vpc” command again.  Below is the output from our example but note that my four interfaces are not yet connected so it

shows as down.

v P C  s t a t u s
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
i d      P o r t         S t a t u s  C o n s i s t e n c y  R e a s o n                      A c t i v e  v l a n s
- - - - - -  - - - - - - - - - - -  - - - - - -  - - - - - - - - - - -  - - - - - - - - - - - - - - - - - - - - - - - - - -  - - - - - - - - - - -
1 0      P o 2 0         d o w n *   f a i l e d       C o n s i s t e n c y  C h e c k  N o t       -
 P e r f o r m e d

From this status screen you can make sure no links have failed.  If they have you’ll see that it is forwarding traffic for that vPC via

the peer link between switches.

Conclusion

There you have it.  vPCs are really easy to configure and use.  They let you have redundant connections to separate switches
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from other hosts or downstream switches.  Once you do the basic vPC domain and peer-link configuration the rest is not much

more than a generic port-channel that we use all the time.
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just wanted your thought on one thing, the keepalive link. I see you used your management for the keepalive. I assume that

you ran them through another switch vs. a private link with a crossover? If so, what are your concerns? Do you worry
about STP events or one of the switches going down. I was planning on a single port on each switch and with a crossover

between the two and a private/non routed network. I’d put these ports in their own VRF domain. The price per port is so
expensive though I really don’t want to waste another.
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The 5Ks support vPC as of the latest NX-OS release..about a month ago. My keepalive link is normally through

another switch, but keep in mind that it’s a L3 connection. I normally do mine through the mgmt0 interface and have

yet to see a problem.
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Thanks,
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1) How do you save the config on N5K & N7K…just: wr mem like IOS??

2) If I need to upgrade the image, is it the same way like IOS..download to TFTP & then copy it to the box? or there are
special commands?

Thx.
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We currently have a VFC bound to our ports. How can we create a VPC on these ports?

We are running VMware 4.0; each host has a dual port CNA. Each port is connected to a 5020. We would like to create
redundancy of Ethernet and fiber channel.
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Juniper already does this with RTG – redundant trunk groups.
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RTG is Juniper’s equivalent of the Cisco Flex link configuration. vPC is an etherchannel to different chassis or in

other words a multi chassis etherchannel
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Do you know of any reason a vPC cannot be formed to a non-Cisco device? For example…assume you had dual 5020′s
Top of Rack…and wanted to form a vPC to a non-Cisco switch in the back of a blade chassis. Would this work?
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If the blade chassis is uplinked to two switches that support vPC, such as Nexus 5000s then it should work fine.

The end device doesn’t know it’s talking to two different switches. But you can’t establish a vPC partnership
between a Cisco switch and a non-Cisco switch…the two “up level” switches must be Cisco and support vPC.

That make sense?
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If we use the management interface for the vPC keepalive-link, how will we manage the two switches? Will they be
reachable through one virtual IP address or each device will be reachable through his own management IP idenpendantly?
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i am configuring a nexus 7010 with a 4500 switch, and what i do not understand is that, do i have to allow all my vlans on
the port channel that is configured for the VPC peek link??? right now the 4500 is waiting for the nexus interface to come
up… do i have to add the other vlans on the vpc peer link interface before the link can come up??

can you allowed/add vlans on a vpc peer link port channel interface while it is active with out is going down?
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