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Introduction

Network architects who wanted to build multiprotbroetworks in the early 1990s
were faced with a tough dilemma. Most of the protecunning in enterprise
network, namely IPX from Novell and AppleTalk frodpple, had no scalable
routing protocols that enabled the network architeduild reliable large networks.
The situation was only slightly better in the IPrlde—the older and proven routing
protocols such as Routing Information Protocol (RIPInterior Gateway Routing
Protocol (IGRP) were reliable, but slow, and thev@eemerging routing protocols,
such as Open Shortest Path First (OSPF), were exrapld unproven in the field.
Cisco Systems decided to bridge the gap betweeexibéng technology and
customer requirements with a new routing protoecaied Enhanced Interior
Gateway Routing Protocol (EIGRP), that combinedsihgplicity and reliability of
the old routing protocols, such as IGRP, with th& tonvergence of the new breed of
the routing protocols like OSPF. EIGRP was extrgnealsy to configure, but still
allowed the network architect all the fine-tuningdaight control over route exchange
that was lost with OSPF. Even more, EIGRP wasitherbuting protocol to support
all three major protocol families found in the eptése networks: IP, IPX, and
AppleTalk.
The benefits of EIGRP made it an immediate succesgsny environments,
particularly in the networks where IPX or AppleTalkere a major component of the
network. The situation was slightly different fbietcustomers running pure IP
networks; some of them were afraid of the propnetature of EIGRP and decided
to implement OSPF instead.
NOTE
Whenever | run an OSPF or EIGRP workshop for ndtvaochitects or support
engineers, | ask the audience about the protocolmtheir customer
environments. The results vary by vertical marketd countries and are extremely
varied—from almost no OSPF to almost no EIGRP, Withmedian being OSPF
and EIGRP being implemented in approximately hthe networks. I've even
seen some large Internet service providers (ISBkeimenting EIGRP in their new
networks.
Being beta-tester of I0S 9.21, | was one of théyeattopters of EIGRP and designed
and implemented several large EIGRP networks ianegears. Initially, | shared the
widespread belief that EIGRP is easy to configue requires little network design.
It was only when | started developing an Advance#aRP Configuration and
Troubleshooting course as part of the family oftirayiprotocol courses developed by
my company for Cisco EMEA Training, that | becamaeaee of the intricate internal
details of EIGRP and the poorly understood distebdunature of the protocol.
Running the advanced EIGRP course and the followemsulting engagements
exposed to a wide range of customer networks, altbomve to experience various
EIGRP-related problems that could largely be traodtie lack of network design
and lack of advanced EIGRP knowledge. Althoughiital lack of advanced
EIGRP knowledge was addressed by the EIGRP caeseustomers were asking
for more in-depth material with case studies antditel troubleshooting information.
A book on EIGRP within the Cisco Press series lddkes a perfect solution to meet
those requirements.



Objectives

This book is targeted to be a definitive, detailefgrence on EIGRP. It covers all
EIGRP technologies, protocols, and data structirgése you the background
information you need when implementing or troubteting EIGRP networks. Even
more important, it gives you design guidelines tielp you design more robust and
more scalable EIGRP networks.

The book builds the design guidelines on a numbease studies. Although these
case studies come from live networks, I've trieddmbine the experience | gained
from working with several customers into a moreegenprototype customer network
that addresses a larger range of design requirsmeme case studies will give you
insight into the problems that occur in real-litworks when EIGRP is designed or
implemented improperly. You're also invited to sotlie exercises associated with
the case studies as they either reinforce thecpi#ati EIGRP behavior explained in
the case study or address additional EIGRP feathatsnight be relevant to the
network under discussion.

Intended Audience

The audience for this book is any network desigaéministrator, or engineer who
needs to design, implement, or troubleshoot EIG&Rarks. Basic knowledge of
TCP/IP and a basic understanding of routing arenasd throughout the book.

Organization

The book is split in three parts to help you foonghe EIGRP topics that are most
relevant to you.

The first part of the book focuses on the technplafgEIGRP.Chapter 1, "EIGRP
Concepts and Technologydéscribes the high-level concepts of EIGRP and the
algorithms used to compute optimum routing topologs networkChapter 2,
"Advanced EIGRP Concepts, Data Structures, andéutst,"describes the details of
EIGRP protocols and data structurésapter 3, "IPX EIGRP ,&ndChapter 4,
"AppleTalk EIGRP,"cover the IPX-specific and AppleTalk-specific asgeof
EIGRP.

Even with the detailed information on EIGRP youeige in the first part of the book,
it's sometimes hard to visualize how EIGRP willéehin a large, redundantly built
network. Therefore, the second part of the bookides on real-life scalability issues
you'll face when building large EIGRP-based network

Chapter 5, "Scalability Issues in Large Enterphiséworks,"describes step-by-step
EIGRP operation in a large, unstructured enterprete/ork and gives you insight
into the distributed nature of EIGRP and the compi¢eractions between various
routers in the network. The chapter also illussdbe need for scalability tools
deployment in large EIGRP networks. The next feaptars describe various
scalability tools, from route summarization andteofilters inChapter 6, "EIGRP
Route SummarizationgndChapter 7, "Route Filterstd default routes and
integration with additional routing protocols@hapter 8, "Default Routesahd
Chapter 9, "Integrating EIGRP with Other Enterpf®iting Protocols.These
chapters are all based on case studies of vargwusork designs. All the case studies
are based on customer networks I've seen. Moseatdse studies combine
shortcomings of several networks and might theee$aem slightly extreme, but each




and every symptom or failure that is describedis book has been observed in a live
production network.

Ideas from Chapter 5 to Chapter 9 are applicabédl tihrree protocol families
supported by EIGRP, but the configurations andtswis are given only for IP
EIGRP, giving you a complete toolbox for scalatlenetwork design. Similar,
although less powerful, toolboxes are givelhmpter 10, "Designing Scalable IPX
EIGRP Networks,for IPX EIGRP and irfChapter 11, "Designing Scalable
AppleTalk EIGRP Networks for AppleTalk EIGRP.

The third part of the book focuses on WAN issuestaies to give you WAN-specific
sets of tools similar to the scalability tools désed in the second part of the book.
Chapter 12, "Switched WAN Networks and Their ImpactEIGRP,"describes the
specifics of switched WAN networks, ranging fron2X.or Frame Relay to SDMS or
ATM. Chapter 13, "Running EIGRP over WAN Networki®tuses on successful
EIGRP implementation over switched WAN networks @mdpter 14, "EIGRP and
Dial-Up Networks,"describes EIGRP usage over dial-up networks.

Security becomes ever more important in the commmégvorks and the secure
exchange of routing information can help to incestl® overall network security.
Chapter 15, "Secure EIGRP Operatidmc¢uses on EIGRP-related security issues and
describes several possible intrusion or denialeofise attacks on EIGRP-based
networks and the tools that you can deploy withEEfR3o minimize your exposure to
those attacks.

With the increasing time pressure being appliealtof us, it's not realistic to expect
that you'll be able to read this book linearlytsentirety. Individual chapters are
designed to be as self-sufficient as possibleybutwill always benefit from
understanding the underlying issues before reaalictgapter focusing on a particular
aspect of EIGRP. | would therefore recommend theviang:

« Read the first part of the book to get acquaintétd @IGRP technology
before reading the more focused chapters latdrambok Chapter lis
mandatory reading and you can probably ski@apter 2until you need to
focus on issues described in it.

« You can skip IPX- or AppleTalk-related chaptergall are interested in IP
only. The reverse is not true; you have to reactiapters that describe
common EIGRP features even if you're dealing ontia WX or AppleTalk.

« If you're interested only in a particular scaldpitopic, such as route
summarization, you'll get most out of the corregpog chapter if you also
readChapter 1which describes DUAL, an@hapter Swhich describes issues
in large enterprise networks.

« If your focus is WAN implementation of EIGRP, yoluosild readChapter 1
andChapter 2o get a detailed understanding of EIGRP, inclgdire
transport protocol, flow-control, and pacirighapter 1ZandChapter 13are
mandatory reading if you want to design reliabl&EP-based WAN
networks. You might want to continue with Chapteo £hapter 9 after
solving initial WAN issues to make your network ra@calable.

« For those of you interested primarily in dial-upussChapters 12, and14
will get you started, and | strongly recommend tf@t continue with the
second part of the book to understand the scalatsfues of your network.

« If you are interested in network securiGhapter 15will give you the
information you need to make EIGRP information exae more secure. The




secure information exchange shall always be condbivith route filters
described irChapter 7

Additional Background and Reference Information

With the Internet changing the way we work andreéls only appropriate that the
background and reference information for a techogyloriented book be available in
an interactive form on a Web site. A Web site fos book, reachable at
http://www.ciscopress.com/eigrgives you the following:

+ Links to other material related to EIGRP, includmgterial on Cisco
Connection Online

« Solutions to selected exercises

- Router configurations that were used to generaetimtouts in the book so
that you can reproduce the scenarios describdwibdok in your lab

The Web site is also designed to be interactiventible you to share the information
made available with other readers—from submittiagryown solutions to exercises
in the book to providing feedback or additionabimhation.

Applicability of EIGRP

I'd like to conclude this introduction with the dippbility of EIGRP in today's major
networking segments: enterprise and service provievorks. Although the titles of
some of the chapters might give you the impresgiahEIGRP is mostly an
enterprise-oriented routing protocol that cannoti®ed in service provider
environments, that is a completely wrong impressg&gveral large service providers
use EIGRP very successfully. EIGRP has also prowée very useful in several
service provider networks I've designed becaulsastfewer topology limitations than
OSPF. Based on that experience, I've included akwase studies iGhapter Xhat
address the service-provider issues, such as @itegiwith Border Gateway Protocol
(BGP). On the other hand, most new service- prowdented technologies such as
MPLS/VPN (Virtual Private Networks based on MultieBcol Label Swapping) or
RRR (Routing for Resource Reservation) are firgl@mented within the framework
of OSPF, giving OSPF a slight edge in the servicedgder market.



Part I: EIGRP Technology

Chapter IEIGRP Concepts and Technology

Chapter 2Advanced EIGRP Concepts, Data Structures, ana&bist
Chapter 3PX EIGRP

Chapter 4AppleTalk EIGRP



Chapter 1. EIGRP Concepts and Technology

This chapter explains the Enhanced Interior GateRa@yting Protocol (EIGRP)
concepts and technologies. These concepts are cotanadl three protocol families
supported by EIGRP (IP, IPX, and AppleTalk) andareered in several sections:

« "Introduction to EIGRP" compares EIGRP to othertirogi protocols.

« "Initial IP EIGRP Configuration" documents the lmasommands needed to
start IP EIGRP in the Cisco IOS.

« "EIGRP Concepts" explains EIGRP Metrics and Distsnc

«  "DUAL—The Heart of EIGRP" describes the core altjor of EIGRP.

EIGRP data structures, protocols, and advancedepbmare covered i@hapter 2,
"Advanced EIGRP Concepts, Data Structures, and@uoit."The IPX EIGRP and
AppleTalk EIGRP configurations are covereddnapter 3, "IPX EIGRP.and
Chapter 4, "AppleTalk EIGRP."

EIGRP Concepts—Metrics and Distances

You can better understand the technology used@RIPI by comparing it with other
protocols well known to the internetworking indystAs you know, routing protocols
have two major approaches:

« Routing by rumor (also called distance-vector)ssdiby protocols, such as
Interior Gateway Routing Protocol (IGRP), Routimfokmation Protocol
(RIP), and Border Gateway Protocol (BGP), wherdneaater knows only
what its neighbors tell it.

« Routing by propaganda (also called link-state)sisduby protocols, such as
Open Shortest Path First (OSPF) or Intermediatée8y$o-Intermediate
System (1S-1S), where all the routers in a regibthe network share a
common understanding of the region's topology.

Technology used in EIGRP (DUAL—Diffused Update Aligjom) is similar to
distance vector protocols:

« The router uses only the information it receivesifrits directly connected
neighbors to make its routing decisions. Receinéarmation can be further
filtered for security or traffic-engineering reason

« The router announces only the routes it's usintg tdirectly connected
neighbors. Information sent to neighbors can aéstltered before being sent.

However, a number of significant differences makeRP perform better than
traditional distance-vector protocols:

« EIGRP stores all routes received from all neighlioits topology table, not
just the best route it has received so far. (Comgaat with RIP, which stores
only the best route and discards all others.) Kedgé of more than one route



enables EIGRP to quickly switch to an alternatgée@inould the current route
disappear.

+ EIGRP takes an active role and queries its neighiien a destination
becomes unreachable and it has no alternate iRateers running traditional
distance-vector protocols passively wait for tmaighbors to find better
routes and report them. Because the convergencegw@s active, rather than
passive (just waiting for a route to time out), RIBs convergence is
comparable to the best link-state protocols.

DEFINITION
Topology tableis the data structure where EIGRP stores all sotiteas received
from its neighbors.

Troubleshooting/Monitoring Tip

It's widely believed that EIGRP stores only thepdiee routes it receives
from its neighbors because these routes appehe ideffault printout of the
topology table (similar to the printout Example 1-).

Example 1-1. Default EIGRP Topology Table Printout

C2522>show ip eigrp topology
IP-EIGRP Topology Table for process 1

Codes: P - Passive, A - Active, U - Update, Q - Que ry, R -
Reply,
r - Reply status

P 1.0.0.1/32, 1 successors, FD is 22900736
via 1.0.0.1 (22900736/128256), Serial2

P 1.0.0.3/32, 1 successors, FD is 2297856
via 1.0.0.3 (2297856/128256), Seriall

P 1.0.0.2/32, 1 successors, FD is 128256
via Connected, LoopbackO

P 1.0.0.4/32, 1 successors, FD is 2297856
via 1.0.0.4 (2297856/128256), Serial0

In reality, the other routes are stored in a togglable but they are not
printed. You have to use tladl-links option to see them. Such a printout for
the same topology table asBxample 1-lis displayed irExample 1-2

Example 1-2. Printout of the Whole EIGRP Topology T  able

C2522>show ip eigrp topology all-links
IP-EIGRP Topology Table for process 1

Codes: P - Passive, A - Active, U - Update, Q - Que ry, R -
Reply,
r - Reply status

P 1.0.0.1/32, 1 successors, FD is 22900736, serno 2
via 1.0.0.1 (22900736/128256), Serial2
via 1.0.0.4 (24436736/23924736), Serial0

P 1.0.0.3/32, 1 successors, FD is 2297856, serno 5
via 1.0.0.3 (2297856/128256), Seriall
via 1.0.0.4 (2809856/2297856), Serial0

P 1.0.0.2/32, 1 successors, FD is 128256, serno 1




via Connected, LoopbackO

via 1.0.0.4 (3321856/2809856), Serial0
P 1.0.0.4/32, 1 successors, FD is 2297856, serno 3

via 1.0.0.4 (2297856/128256), Serial0

via 1.0.0.3 (2809856/2297856), Seriall
If you compare the entries for all the routeg&kample 1-Awvith the
corresponding entries iBxample 1-1you'll notice that each route contains

an extra entry that's hidden by the default pribtou

« EIGRP uses the hello protocol between the neighfocesable early detection
of neighbor failure and faster convergence. Nomnstince-vector protocols
rely on routing update timeouts to detect this ool

« EIGRP uses the reliable transport protocol to serreceive routing updates,
which eliminates the need for periodic full updates

These features make EIGRP a modern routing proteitiolconvergence and link-
usage performance comparable to other modern mist@mtch as OSPF or IS-IS.

Initial IP EIGRP Configuration
Initial IP EIGRP configuration is extremely simple:

« Start the EIGRP process with ttwuter eigrp <as-number> configuration
command.

« Assign interfaces to the EIGRP process usingi#te/ork <major-network>
router configuration command. All subnets belongmthe specified major
network are assigned to the EIGRP process.

NOTE

Theas-numberused in the EIGRP process does not have to bgldbally unique

Autonomous System number assigned to service prr/@hd multihomed end-

customers in the Internet by numbering authorgigsh as InterNIC or RIPE. You

can use any number as long as you use the samesnomhll the routers running

EIGRP. If you own a legal Autonomous System numitisrrecommended that

you use that number for consistency.
When a major network is specified in the EIGRP psscwith thenetwork command,
all the directly connected subnets of that majdwoek are entered in the EIGRP
topology table, EIGRP neighbors are discoveredliahainterfaces belonging to the
specified major network, and the routing informatie exchanged with those
neighbors. If you use several major networks inryoternetwork (for example, if
you're using private class-C address space 192.068192.168.255.0), only those
networks that directly connect to the router musspecified with thaetwork
command.

NOTE

You can use thpassive-interfacerouter configuration command, described in

more detail inChapter 2to stop EIGRP from running on an interface trelobgs

to a major network specified with tinetwork command. However, you can't stop

EIGRP from inserting the directly connected subbetsnging to the major

network specified in theetwork command into the topology table and

propagating them to other EIGRP-speaking routaos po IOS 12.0(4)T. The



mask option of thenetwork command was introduced in I0OS 12.0(4)T to give
EIGRP true classless behavior.
These two commands are usually the only two comsémat you need to configure
IP EIGRP in a small enterprise network. AdditioBKERP configuration is necessary
in larger networks for fine-tuning or to deploy thealability features.

EIGRP Concepts—Metrics and Distances

Like any other protocol, EIGRP uses metrics todlee best route toward the
destination. This section explains the two typemefrics that EIGRP uses: the vector
metric and the composite metric. The rules for siilpg vector metric and the
conversion process between vector and compositecraeg¢ defined.

Unlike other routing protocols, such as RIP or OFBIGRP performs a two-step
process in computing the metric of a route. Sewdifedrent properties are associated
with a route (vector metric):

« Total delay from the router to the destination sibn

«  Minimum bandwidth on the path to the destinatiobrsi

«  Maximum load and minimum reliability of any link @he path toward the
destination subnet

«  Minimum MTU of any link toward the destination swin

« Hop count

The vector metric is used in combination with Kued to compute a single number
calledcomposite metric and sometimedistance. This number is used in all
comparisons when the router is trying to decidectvinoute is the best.
DEFINITION
Vector metric is a six-element vector containing parametersdisaith, delay,
load, reliability, hop count, and MTU) that deseriihe distance between a router
and the destination subnet. The vector metricesl uis all EIGRP routing updates.
Composite metricor Distanceis an integer number used to compare different
routes toward the same destination subnet. It{s wsed internally in the router and
is never sent to EIGRP neighbors. EIGRP distancerispletely unrelated to 10S
administrative distance.
K-values are numbers (K1 through K5) used in transformatibmector metrics to
a composite metric.

Troubleshooting/Monitoring Tip

You can print the detailed vector and compositerimef a single EIGRP
route from the topology table. The command to deshow ip eigrp
topology <address> <mask¥seeExample 1-3.

Example 1-3. EIGRP Vector and Composite Metrics as  Displayed by the show
ip eigrp topology Command

C2522>show ip eigrp topology 1.0.0.4 255.255.255.25 5
IP-EIGRP topology entry for 1.0.0.4/32

State is Passive, Query origin flag is 1, 1 Succe ssor(s), FD
is 40640000

Routing Descriptor Blocks:

10



1.0.0.4 (Serial0), from 1.0.0.4, Send flag is Ox0
Composite metric is (40640000/128256), Route is Internal
Vector metric:
Minimum bandwidth is 64 Kbit
Total delay is 25000 microseconds
Reliability is 255/255
Load is 197/255
Minimum MTU is 576
Hop countis 1

Computing a Composite Metric

The formula to transform vector metric into the gasite metric is a two-step
process:
Step 1.Composite metric = K1*BW + K2*BW/(256-load) + K31D¥ where

BW 10 Gbps/bandwidth

DLY delay in tens of microseconds

Step 2.(Necessary only when K5 is not equal to 0)

Composite metric = Composite metric * K5 / (relighi+ K4)

The default values of K1 and K3 are 1, and alldtieer factors have a default value
of 0. The default composite metric is thereforeim of the total delay and the inverse
bandwidth.

K2, K4, and K5 are leftovers from IGRP times; tlaen't work correctly with

EIGRP. IGRP used periodic routing updates thaecsdld current load and reliability
conditions, whereas EIGRP uses event-triggerednguipdates that reflect interface
load and reliability at the time of the event (mldss or reappearance). Therefore,
Load andReliability in EIGRP vector metric are quite useless, ancaikes no sense
to use them in composite metric calculations.

You can change the default values of the K-valoe$d EIGRP with a command in
the EIGRP routing process configuration, as showiable 1-1

Table 1-1, Setting K-Values in the EIGRP Routing Process
} Task | Command
Change EIGRP K-values metric weights TOS K1 K2 K3 K4 K5
Reset K-values to default values no metric weights

For EIGRP to work correctly, it's crucial that tkevalues match between EIGRP
neighbors. The K-values are therefore checkedlio packets before the EIGRP
routers establish adjacencies.

Design/Configuration Tip

You can use nondefault K-values to achieve EIGRRwer that mimics
other routing protocols in the following ways:

« To emulate RIP, set delays on all interfaces takgalue and set al
Ks, except K3, to 0.

« To emulate OSPF, set interface delay to OSPF cakset all Ks,
except K3, to 0.

« To select a route with maximum end-to-end bandwisith all Ks,
except K1, to O.

11



NOTE

The composite metric is always 1 if you set all &ues to 0. This turns EIGRP
into a routing protocol that selects all alternaa¢hs toward a destination,
regardless of whether they form a loop or not.iSgtll K-values to O leads to
traffic loops in many meshed networks. Loops alsoguaranteed to occur if you
turn off EIGRP split horizon.

Computing Vector Metric

Determining the vector metric is a straightforwprdcess for a connected subnet; the
proper parameters are copied from the interfacaitieh and inserted in the route
description in the topology table. The interfaceapaeters influencing EIGRP vector
metric for connected routes are highlighted inghetout inExample 1-4

Example 1-4. Interface Parameters Influencing EIGRP  Vector Metric for Connected
Subnets

C2522>show interface serial 0
Serial0 is up, line protocol is up
Hardware is HD64570

Interface is unnumbered. Using address of Loopbac k0 (1.0.0.2)

MTU 576 bytes, BW 64 Kbit, DLY 20000 usec, rely 2 55/255, load 1/255
Encapsulation HDLC, loopback not set, keepalive s et (10 sec)

Last input 00:00:02, output 00:00:03, output hang never

Last clearing of "show interface" counters never
Queuing strategy: fifo
Output queue 0/40, 0 drops; input queue 0/75,0d rops
30 second input rate 0 bits/sec, 0 packets/sec
30 second output rate 0 bits/sec, 0 packets/sec
... more interface statistics ...
Default interface values for bandwidth and delay sat based on actual hardware in

the router, as shown imable 1-2

Table 1-2, Default Bandwidth and Delay for Various Interfaces

Interface Type Bandwidth (kbps) Delay (microsecods)
Ethernet 10000 1000
Token ring 16000 630
Fddi 100000 100
Serial interface 1544 20000
Low-speed serial interfaée 115 20000
ISDN BRI 642 20000
ISDN PRI 64 20000
Dialer interface 56 20000
Channelized T1 or E1 n* 64 20000
Async interface tty line speed 100000
Loopback 8000000 5000

(1| ow-speed serial interfaces include WIC on 160028600 series, sync/async interfaces on 252x ngute
sync/async serial modules on 2600/3600, etc.

12, Also true in U.S.

Although the default values of bandwidth and deles/usually correct for LAN
interfaces, at least the bandwidth tends to beriacbfor the WAN interfaces.
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Bandwidth—and sometimes delay—must be specifie@doh WAN interface or
subinterface using the following commands in (sutiejiface configuration mode, as
shown inTable 1-3

Table 1-3, Setting Interface Bandwidth and Delay
| Task | Command
'Set (sub)interface bandwidth 'bandwidth <bw-in-kbps>
}Set (sub)interface delay |de|ay <delay-in-tens-of-microseconds>

The bandwidth specified on a (sub)interface affealy load calculation, EIGRP
routing calculations, and EIGRP pacing. The defmcgied on (sub)interface affects
only EIGRP routing calculations. These parametax®mmo other impact on router
operation, performance, or traffic shaping on thgoing interface.
NOTE
The units used in configuring interface delay (tefisnicroseconds) are different
from the units used to display the delay vattow interfacecommand
(microseconds). EIGRP uses the delay in tens afosgconds (as entered with the
delay command) to calculate the composite metric.

Design/Configuration Tip

Setting proper bandwidth is particularly tricky WhAN interfaces, more sc
in cases where different routers attach to the sarmel LAN through

different technologies (for example, ATM LAN on oeed, and Ethernet or
Fast Ethernet on the other end). It's recommentidybu set the bandwidih
to a sensible value that's the same on all roatésshed to the same virtual
LAN.

The vector metric of a route received from a neaghb computed from the received
vector metric and the parameters of the interfaceugh which the route was
received using the formulas Eguation 1-1

Equation 1-1

D EE&JJN{?W =D Efﬂ}tﬁeﬂ'ﬁ:‘vm’ +D Efﬂy Interface

Bandwidthy,,, = min(Bandwidthgeeiveq, Bandwidihy, e, fuce)
M TUN.C-'W = I’TIIH(M TURE(.‘{*EW?{!‘-'M TU}HM{,I’?J'{.‘#)

HopCountp,,, = HopCount g,eoived + 1

After the vector metric is adjusted to compensatédte inbound interface vectors, it
is stored in the topology table.

The vector metric is never adjusted in the outgaipdates; the router always reports
the values it has in its topology table to its héigrs and relies on them to adjust the
values themselves.

A simple example of vector metric propagation iswh in Figure 1-1where the
bandwidth on the Frame Relay links is configurethdgated in the figure and the
delay on all interfaces has default values fitable 1-2

Figure 1-1. Vector Metric Propagation Example
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When the Ethernet interface on router Barney besamtve, Barney announces the
subnet configured on the Ethernet interface wittMbps bandwidth and a delay of
100 microseconds. Wilma and Betty receive this tgdedd the delay of the
incoming interface to the announced delay and mzgrthe bandwidth according to
formulas inEquation 1-1The new vector metric is announced further tdeoEred
that performs the same operation.

DUAL—The Heart of EIGRP

The central algorithm of EIGRP is tBeffusing Update Algorithm (DUAL) that relies
on protocols (such as tthello protocol and thereliable transport protocol) and data
structures (such as tineighbor table and thetopology table) to provide all the routers
in a network with consistent information leadingpf@timum route selectioffrigure
1-2 relates DUAL to all these other components.

Figure 1-2. Map of EIGRP Components
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We start our exploration of DUAL with some termiogy definitions, followed by a
detailed look at the behavior of the DUAL algoritimvarious scenarios, from
adding a new route to losing a route or adjacently avneighboring router.
NOTE
Throughout our discovery of EIGRP operation, we eidensive debugging
capabilities built in Cisco I0S. | strongly urgeaders who want to achieve an in-
depth understanding of EIGRP operation to do theesa a lab environment. |
also strongly discourage extensive use of EIGRR@ggihg (or any other
debugging facility) in a production network.

DUAL Terminology

Before discussing details of DUAL, it's benefidialdefine a few terms that are used
throughout the rest of this chapter. The best placart is with the definition of
upstream anddownstream routers.

Upstream and Downstream Routers

Imagine a network where the routed data towardcpéar destination subnet flows
from A toward F through X and C, as presenteHigure 1-3

Figure 1-3. Sample Routed Data Flow
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Flow of routed
data packetz Rouwer C

R = & =
Fouter A, Router = Router D Router F
I’“‘T"=’-“--
Fouter E

From the standpoint of router X, router C acts dswnstream router and router A
acts as an upstream router. (Imagine the datadbowariver to get a better
understanding of upstream/downstream concefpitglye 1-4demonstrates the
concept of upstream and downstream routers ingheank displayed irfrigure 1-3
from the perspective of router X.

Figure 1-4. Upstream and Downstream Routers

[l nistream router = router
cleaer o the destinaticn
than the current router

Router A,

- RO =70
Upstream router = router e x/f
further sway from the I - —
destination than the -
current router Pouter E

DEFINITION

Thedownstream router (for a subnet) is the router that is closer todéstination
subnet and that the current router uses to fordatd packets toward the
destination subnet.

Theupstream router (for a subnet) is a router that is further awayfrthe
destination subnet than the current router anduses the current router to forward
data packets toward the destination subnet.

Reported Distance and Feasibility Distance

Each EIGRP router uses its topology table to séterbest route toward each
destination in the table. The vector metric oflblest route is reported to the router's
neighbors. The composite metric (or distance) isf ibute is calledeported distance.

DEFINITION
Reported distanceis the distance reported to the current routenfeoneighbor.
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Each router adds its interface metrics to the distaeported by its neighbor to get its
own distance to the reported destination. The tepatistance propagation in the
network fromFEigure 1-4is illustrated infFigure 1-5

Figure 1-5. Distance Propagation

Reouterz add their incoming
rmetric to reported diztance

Each router reports itz RD
to itz neighbors

Router A,
O 7 50RO =20
Reported dizstanze = - ~
touter's best distance lh:':"""- /
teward the destination ‘
Router E

NOTE
Although the composite distances cannot be simgidied together because the
operation performed on the vector metric is nadin we'll assume that we can add
them to simplify the examples in this section.
The router on the lowest-cost path toward the dastin becomes thaiccessor for a
particular subnet as shownhimgure 1-6 The successor for a subnet is also the
downstream router for the same subnet.

Figure 1-6. EIGRP Successor

Succesant = roWter on
the least-cost path
towrard destination

RO =

Router A,

DEFINITION
Thesuccessois the next-hop router for traffic from the curreouter toward the

destination.
Sometimes an EIGRP neighbor does not become assarcéut it unambiguously
does not use the current router as its successtire$e scenarios, the neighbor is a
feasible successor, meaning it can become a successor if the roubegh the current
successor is gone.
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For example, router D iRigure 1-6is not the successor of router X because the
combined reported distance (40) and interface mtist§20) is higher than the
minimum distance of router X (50). It's also evithgmot using router X as its
successor because the reported distance of roy#)Ds lower than the distance of
router X (50).

Many possible ways of finding out whether a speaifiuter is not an upstream router
exist. EIGRP designers decided to use one of thet rebable (and most restrictive)
ones:

A router is definitely not an upstream router $flieported distance is
lower than the current best metric to a given deson. For a router to
be an upstream router with a reported distancegHhass than the
current best metric, it must have a negative iatggfdistance, which is
impossible by design.

DEFINITION

With this rule in mind, we can define several newnts:

Thefeasible successas a router that is closer to the destination tti@ncurrent
router. A feasible successor is guaranteed nog @nbupstream router of the
current router.

A neighbor is a feasible successor if it mdedsibility condition

Feasibility distanceis the minimum distance from the current routevaal the
destination since the last time a DUAL computatompleted. A neighbor meets
thefeasibility condition if its reported distance is strictly lower tham fieasibility
distance.

A neighbor is deasible successor if it meets thdeasibility condition.

A feasible successor on the least-cost path isiaccessor. All these concepts are
illustrated inFigure 1-7

Figure 1-7. Feasible Successor

Feazible Succezacr = router
that iz clozer to destination
than the current router

Reouter A,

This reuter is not a
feazible zsuccessor

Router D is not a successor for router X becauseligtance of the path through
router D is 60 (the reported distance of 40 plesitiberface distance of 20). It is a
feasible successor because its reported distafges(fbwer than the feasibility
distance of router X (50) (or the best path rodtdras available, through router C).
Router E is not a feasible successor becausepitstesl distance (70) is greater than
the feasibility distance of router X.
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Simple DUAL Operation—Adding New Routes

With all the EIGRP terms defined, you can startlesipg the workings of DUAL.
We'll start with the easiest operations (route taoidiand metric decrease) and work
our way through more and more complex scenarioallyi arriving at a full diffusing
computation. A test network of four routers is ugmdall examples. The routers are
connected with Permanent Virtual Circuits (PVCptigh a Frame Relay network.
The PVCs (also called Data Link Connection Ideeatibr DLCI) have the Committed
Information Rates (CIR) depicted Higure 1-8

Figure 1-8. EIGRP Test Network

BYY = 48

Frame Felay

~TaTn
|
Betty
1.000.3
All DLCIs from Barney are configured on unnumbepsit-to-point interfaces and
the DLCIs between Betty, Fred, and Wilma are onraroon partially meshed subnet,
as shown irkigure 1-9

Figure 1-9. EIGRP Test Network—Logical View

Morbrosdoast subnet
1.1.0.0/24

1.0.01
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When a new subnet becomes reachable through Bdanexample, with the
commands irExample 1-5Router Barney immediately informs all its neigtgo
about the new route, as showrBrample 1-6

Example 1-5. Insert a New Subnet in the Network by ~ Configuring an IP Address on a
Loopback Interface

Barney(config)#interface loopback 1
Barney(config-if)#ip address 1.0.0.5 255.255.255.25 5

Example 1-6. New Connected Subnet—Router Informs It s Neighbors

Barney#debug eigrp packet update query reply
EIGRP Packets debugging is on
(UPDATE, QUERY, REPLY)
Barney#debug eigrp fsm
EIGRP FSM Events/Actions debugging is on

Barney#

DUAL: dual_rcvupdate(): 1.0.0.5/32 via Connected me tric 128256/0
DUAL: Find FS for dest 1.0.0.5/32. FD is 4294967295 , RD is 4294967295
found

DUAL: RT installed 1.0.0.5/32 via 0.0.0.0

... Barney found out about the new route, it's time t o inform its
neighbors ...

DUAL: Send update about 1.0.0.5/32. Reason: metric chg

DUAL: Send update about 1.0.0.5/32. Reason: new if

EIGRP: Enqueuing UPDATE on Serial0.1 iidbQ un/rely 0/1 serno 128-128
EIGRP: Enqueuing UPDATE on Seriall.1 iidbQ un/rely 0/1 serno 128-128
EIGRP: Enqueuing UPDATE on Serial2.1 iidbQ un/rely 0/1 serno 128-128

More Debugging Output Explanations

Sending updates on an interface is not an easggsdor EIGRP. (You will
find out the reasons for this in the "Reliable Bport Protocol” section in
Chapter 2 The process of sending updates is composedexd #ieps:
Step 1.Individual route updates are enqueued for anfater

Step 2.Route updates enqueued for an interface are badintie a packet
when the interface is ready to send more EIGRRdraf

Step 3.The update packet is sent toward individual neaghloeachable over
that interface.

This three-step process creates three debuggiesg fian each neighbor on
Barney, as shown iBxample 1-7

Example 1-7. Debugging Printout Associated with Sen  ding a Single EIGRP
Update Packet to an EIGRP Neighbor

EIGRP: Enqueuing UPDATE on Serial2.1 iidbQ un/rely 0/1 serno
128-128

EIGRP: Enqueuing UPDATE on Serial2.1 nbr 1.0.0.1 ii dbQ un/rely
0/0

peerQ un/rely 0/0 serno 128-128

EIGRP: Sending UPDATE on Serial2.1 nbr 1.0.0.1
AS 1, Flags 0x0, Seq 264/84 idbQ 0/0 iidbQ un/rel y 0/0 peerQ
un/rely 0/1 serno 128-128

To keep these examples simple and easy to undeystail omit the first

two messages in the debugging outputs. In our sirephmples, we don't




lose anything by doing this because we always gooaly one route (so the
batching process changes nothing) and the intexfacealways ready to
send more EIGRP traffic.

Each of Barney's neighbors (Wilma, Betty, and Fpdress the incoming updates
from Barney and find that Barney has announcedbésé route toward the new
subnet. Barney becomes their successor, as sha@aimple 1-8

Example 1-8. Router Receives a New Route from Its N eighbor

Fred#
EIGRP: Received UPDATE on Serial0.1 nbr 1.0.0.2

AS 1, Flags 0x0, Seq 255/134 idbQ 0/0 iidbQ un/re ly 0/0
DUAL: dest(1.0.0.5/32) not active
DUAL: dual_rcvupdate(): 1.0.0.5/32 via 1.0.0.2 metr ic 53973248/128256
Barney's reported distance toward the destination s ubnet is 128256
when converted
into EIGRP composite metric. Fred's own composite m etric of the
direct path to Barney
through interface Serial 0.1 is 53973248, as seen f rom the last
debugging line above.
DUAL: Find FS for dest 1.0.0.5/32. FD is 4294967295 , RD is 4294967295
found
Fred's current feasibility distance for subnet 1.0. 0.5 is infinity
(4294967295),
which is also its reported distance. Obviously Barn ey offers a better
route which
is immediately selected and installed.
DUAL: RT installed 1.0.0.5/32 via 1.0.0.2

After selecting the route offered by Barney, Frad to inform its neighbors about the
new route. Its updates to Wilma and Betty are alosjid reports the metric through
the best path it has to this new destination asete reported distance, as shown in

Example 1-9

Example 1-9. Fred Sends the Information about the N ew Best Route to Its Other
Neighbors

Fred#

DUAL: Send update about 1.0.0.5/32. Reason: metric chg

DUAL: Send update about 1.0.0.5/32. Reason: new if

01:46:46: EIGRP: Enqueuing UPDATE on Serial0.1 nbr 1.0.0.2 iidbQ

un/rely 0/0 peerQ

un/rely 0/0 serno 90-90

01:46:46: EIGRP: Enqueuing UPDATE on Serial0 nbr 1. 1.0.1iidbQ
un/rely 0/0 peerQ un/

rely 0/0 serno 90-90

01:46:46: EIGRP: Enqueuing UPDATE on SerialO nbr 1. 1.0.3iidbQ
un/rely 0/0 peerQ un/

rely 0/0 serno 90-90

The real question is, what is Fred sending to Baamel why? The debugging outputs
on Fred don't tell us what's going on and Barn&yjse silent about this update, so the
only help is a packet analyzer, such as Sniffercltells us that Fred is sending
Barney a poison update (a regular update with éteydset to infinity) to prevent any
potential loops.

Our current knowledge of EIGRP can be formulated st of rules.
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Basic DUAL Rules

DUAL Whenever a router chooses a new successor, it informs all its other
Rule 1: [neighbors about the new reported distance.

DUAL Every time a router selects a successor, it sends a poison update to its
Rule 2: [successor (a poison reverse).

DUAL  |A poison update is sent to all neighbors on the interface through which
Rule 3: [the successor is reachable unless split-horizon is turned off, in which
case, it's sent to only the successor.

The first few steps in propagation of the new stilaseobserved in the debugging
printouts are also illustrated Higure 1-10

Figure 1-10. First Step in New Route Propagation
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To understand the various bandwidth valueSigqure 1-10 note the following:

« The bandwidths on links from Barney to Wilma, Fradd Betty are 64 kbps,
48 kbps, and 56 kbps, respectively.

- EIGRP takes the minimum of the reported and intertaandwidths to
compute the new bandwidth.

After processing Barney's update, Fred receivesiwe updates: one from Wilma
and one from Betty. They both offer Fred a betbeite than the route going directly
through the Frame Relay link to Barney. Fred fodwe same steps as before (see

Example 1-1p

Example 1-10. Router Fred Receives an Update from R outer Betty

Fred#
EIGRP: Received UPDATE on Serial0 nbr 1.1.0.3

AS 1, Flags 0x0, Seq 131/145 idbQ 0/0 iidbQ un/re ly 0/0
DUAL.: dest(1.0.0.5/32) not active
DUAL: dual_rcvupdate(): 1.0.0.5/32 via 1.1.0.3 metr ic
46866176/46354176
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Fred received an update from Betty. Betty's replodistance is 46354176. Fred's
distance composite metric for this path is 46354(ké@Example 1-1).

Example 1-11. Router Fred Receives an Update from B etty—Continued

DUAL: Find FS for dest 1.0.0.5/32. FD is 53973248, RD is 53973248
DUAL: 1.0.0.2 metric 53973248/128256
DUAL: 1.1.0.3 metric 46866176/46354176 foun d Dmin is 46866176

The new route from Betty is compared with the rduten Barney already in Fred's
topology table. The new route has a lower distdfroen Fred's perspective) and the
successor for network 1.0.0.5 is changed. Freddsdorm its neighbors about the
better route (seExample 1-1%.

Example 1-12. The Router Fred Selects the Better Ro  ute Offered by Router Betty

DUAL: RT installed 1.0.0.5/32 via 1.0.0.2

DUAL: RT installed 1.0.0.5/32 via 1.1.0.3

DUAL: Send update about 1.0.0.5/32. Reason: metric chg
DUAL: Send update about 1.0.0.5/32. Reason: new if

However, before the updates from Fred can be sgnanother update is received
from Wilma, and it's even better (SEgample 1-1R

Example 1-13. Router Fred Receives an Update from R outer Wilma

EIGRP: Received UPDATE on Serial0 nbr 1.1.0.1

AS 1, Flags 0x0, Seq 86/146 idbQ 2/0 iidbQ un/rel y 0/0
DUAL.: dest(1.0.0.5/32) not active
DUAL: dual_rcvupdate(): 1.0.0.5/32 via 1.1.0.1 metr ic
41152000/40640000
DUAL: Find FS for dest 1.0.0.5/32. FD is 46866176, RD is 46866176

DUAL: 1.1.0.3 metric 46866176/46354176
DUAL: 1.1.0.1 metric 41152000/40640000
DUAL: 1.0.0.2 metric 53973248/128256 found Dm in is 41152000

Because the newly received route is selected asesteroute, the distance of the
route Fred is using decreases, so Fred has togatgpthis lower reported distance to

its neighbors (seExample 1-1)

Example 1-14. New Best Route Selected and Propagate d to Fred's Neighbors

DUAL: RT installed 1.0.0.5/32 via 1.1.0.3

DUAL: RT installed 1.0.0.5/32 via 1.1.0.1

DUAL: Send update about 1.0.0.5/32. Reason: metric chg

EIGRP: Enqueuing UPDATE on Serial0.1 nbr 1.0.0.2

EIGRP: Enqueuing UPDATE on Serial0 nbr 1.1.0.1

EIGRP: Enqueuing UPDATE on Serial0 nbr 1.1.0.3

Fred sends a poison update to WillB&JAL Rule 2) and Betty DUAL Rule 3, Betty
is reachable through the same interface as Wilama) a regular update to Barney

(DUAL Rule 1). These updates are displayedrigure 1-11

Figure 1-11. Fred Received a Better Route for 1.0.0 .5/32 Through Wilma
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Barney receives Fred's update, stores it in thelogy table, and otherwise
completely ignores it. The corresponding debuggirgtouts can be found in

Example 1-15

Example 1-15. A Route Received That Is Not Better T han the One the Router Already
Has

Barney#
EIGRP: Received UPDATE on Serial0.1 nbr 1.0.0.4

AS 1, Flags 0x0, Seq 158/269 idbQ 0/0 iidbQ un/re ly 0/0 DUAL:
dest(1.0.0.5/32) not

active
DUAL: dual_rcvupdate(): 1.0.0.5/32 via 1.0.0.4 metr ic
54997248/41152000
DUAL: Find FS for dest 1.0.0.5/32. FD is 128256, RD is 128256
DUAL: 0.0.0.0 metric 128256/0
DUAL: 1.0.0.4 metric 54997248/41152000 found Dmin i s 128256

At the end of this data exchange, Fred has thnetesdoward 1.0.0.5 in its topology
table. They are displayed iExample 1-16

Example 1-16. Final Topology Table Entries on Route  r Fred for Network 1.0.0.5/32

Fred#show ip eigrp topology 1.0.0.5 255.255.255.255
IP-EIGRP topology entry for 1.0.0.5/32
State is Passive, Query origin flag is 1, 1 Succe ssor(s), FD is
41152000
Routing Descriptor Blocks:
1.1.0.1 (Serial0), from 1.1.0.1, Send flag is 0x0
Composite metric is (41152000/40640000), Rout e is Internal
Vector metric:
Minimum bandwidth is 64 Kbit
Total delay is 45000 microseconds
Reliability is 255/255
Load is 1/255
Minimum MTU is 1500
Hop count is 2
1.1.0.3 (Serial0), from 1.1.0.3, Send flag is 0x0
Composite metric is (46866176/46354176), Route is Internal
Vector metric:
Minimum bandwidth is 56 Kbit
Total delay is 45000 microseconds
Reliability is 255/255
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Load is 1/255

Minimum MTU is 1500

Hop count is 2

1.0.0.2 (Serial0.1), from 1.0.0.2, Send flag is O x0

Composite metric is (53973248/128256), Route i s Internal
Vector metric:

Minimum bandwidth is 48 Kbit

Total delay is 25000 microseconds

Reliability is 255/255

Load is 1/255

Minimum MTU is 1500

Hop countis 1

Exercise 1-1

Find out which route in Fred's routing table corfresn Wilma, Betty, and
Barney. Which router is the successor? Which rasttre feasible
successor? How many feasible successors does &vedihd why?

NOTE

You have seen how EIGRP reacts to a new routeamadlecrease in the route
metric (receiving a better route). The operatioE§ERP in these scenarios is
indistinguishable from the operation of a well-irplented distance-vector
protocol (for example, RIP v2).

DUAL Behavior on Route Loss

The DUAL algorithm covered so far can be summarindtie pseudocode shown in
Example 1-17

Example 1-17. DUAL Behavior on Receiving Routes wit  h Better Metrics

Receiving update packet:
Install information in topology table
| f ReceivedUpdate is better or equal than the current best route
t hen
Select the new best route
Send update packets to all neighbors
El se
?277?
End If
The previous section covered DUAL behavior onlyemi@vorable conditions; a new
or a better route was received. The real powerldADlies, however, in handling
unfavorable conditions—route loss or metric incesas
It turns out that the DUAL algorithm handles theseaditions in a pretty
straightforward way that can be summarized in dtlewing extensions to the

previous algorithm (seExample 1-18
Example 1-18. High-Level Overview of a DUAL Algorit  hm

Receiving update packet:
Install information in the topology table
| f ReceivedUpdate is better or equal than the current best route
t hen
Select the new best route
Send update packets to all neighbors
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El se
| f
ReceivedUpdate was not received from current succes sor then
Store the information in topology table, ignore the update
El se
Try to find a better route
End If
End If

Before going into details, we have to answer thievong questions:

1. Why should EIGRP try to find a better route evemyet the successor reports
an increase in the route metric?

2. How does EIGRP indicate a route loss?

3. How does EIGRP handle other events such as adihlcd or neighbor loss?

To answer the first question, consider the exanmplegure 1-12 where a four-router
network is implemented with leased lines of variepseds.

Figure 1-12. Example Network 1
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When the 2-Mbps line fails between Chicago and Newk, the Chicago router

could switch over to the 128-kbps line immediatatgl report the increased metric to
the San Jose router. If the San Jose router acitepiiscreased metric without trying
to find an alternate route, the result is suboptimating because the new best route
toward New York really goes through Austin. It'etéfore mandatory to look for an
alternate route every time the successor reporiiscagased route metric.

Exercise 1-2

Assuming that the delay on all serial links istegthe same value and that
the bandwidth is set as indicated in the previays €, answer the following
guestions:

1. Where does the traffic from Austin to network 10.@0/16 flow?
2. How many routers have a succesamt a feasible successor for
network 10.1.0.0/167?

The two previous questions listed at the top of saction, namely "How does EIGRP
indicate a route loss?" and "How does EIGRP haaifller events such as a link
failure or neighbor loss?" are easier to answer:
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« EIGRP reports a route loss with a normal updat&gidny setting thelelay
portion of vector metric to infinity (-1).

+ EIGRP handles the loss of a directly connected st an update packet
with thedelay set to infinity received from an external souncéhe router
(loss of an external route that has been rediggtinto EIGRP is handled in
a similar fashion).

+ EIGRP handles link loss as the loss of a direalynected subnet plus a loss
of one or more neighbors if there are EIGRP neighbeachable through the
lost interface.

« EIGRP handles a neighbor loss as if it had recearedpdate packet from that
neighbor withdelay set to infinity for every route received from tmatighbor.

To illustrate these points, see what happens winater Fred in our test network
(refer toFigure 1-12 loses its Frame Relay link (subnet 1.1.0.0/24).
NOTE
Only the relevant portions of debugging outputsstr@wn; detailed DUAL
computation printouts are deleted for clarity remsso
The following debugging options were used to geteditze printouts (seexample 1-
19).

Example 1-19. EIGRP Debugging Is Enabled on Router  Fred

Fred#show debug
EIGRP:
EIGRP FSM Events/Actions debugging is on
EIGRP Packets debugging is on
(UPDATE, QUERY, REPLY)
Link loss is first handled as the loss of a dinectbtnnected subnet (segample 1-

20).

Example 1-20. Interface Is Lost on Router Fred

DUAL: dual_rcvupdate(): 1.1.0.0/24 via Connected me tric
4294967295/4294967295

DUAL: Find FS for dest 1.1.0.0/24. FD is 20512000, RD is 20512000
DUAL: 0.0.0.0 metric 4294967295/4294967295

DUAL: 1.0.0.2 metric 54869248/41024000 not found Dmin is 54869248

DUAL.: Dest 1.1.0.0/24 entering active state.

Neighbor loss is forced for every neighbor reachabler that subnet. Every
advertisement received from those neighbors is exadrand deleted from the
topology table. Additional processing is done # tieighbor was the successor for a
particular route (seExample 1-2).

Example 1-21. All the Neighbors Reachable Throught he Lost Interface Are Lost

DUAL: linkdown(): start - 1.1.0.3 via Serial0.2

DUAL: Destination 1.0.0.1/32

DUAL: Removing dest 1.0.0.1/32, nexthop 1.1.0.3

DUAL.: Best path rejected - forcing active

DUAL.: Destination 1.1.0.0/24

DUAL.: Clearing handle 2, count is now 2

DUAL: Destination 1.0.0.3/32

DUAL: Find FS for dest 1.0.0.3/32. FD is 20640000, RD is 20640000
DUAL: 1.1.0.3 metric 4294967295/4294967295
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DUAL: 1.1.0.1 metric 47378176/46866176
DUAL: 1.0.0.2 metric 54485248/46354176 not found Dmin is 47378176
DUAL.: Dest 1.0.0.3/32 entering active state.
DUAL: Set reply-status table. Count is 2.

DUAL: Not doing split horizon

DUAL.: Destination 1.0.0.2/32

DUAL: Removing dest 1.0.0.2/32, nexthop 1.1.0.3
DUAL: Best path rejected - forcing active

DUAL: Destination 1.0.0.5/32

DUAL: Removing dest 1.0.0.5/32, nexthop 1.1.0.3
DUAL.: Best path rejected - forcing active

DUAL.: Destination 1.0.0.4/32

DUAL.: linkdown(): finish

The same algorithm is repeated for every neighachable over the lost subnet (see
Example 1-29

Example 1-22. The Second Neighbor Reachable Through  Serial 0.2 Is Also Lost

DUAL: linkdown(): start - 1.1.0.1 via Serial0.2
DUAL: Destination 1.0.0.1/32

DUAL: Removing dest 1.0.0.1/32, nexthop 1.1.0.1
DUAL: RT installed 1.0.0.1/32 via 1.0.0.2

DUAL.: Destination 1.1.0.0/24

DUAL.: Clearing handle 1, count is now 1

DUAL: Destination 1.0.0.3/32

DUAL.: Clearing handle 1, count is now 1

DUAL.: Destination 1.0.0.2/32

DUAL: Removing dest 1.0.0.2/32, nexthop 1.1.0.1
DUAL: RT installed 1.0.0.2/32 via 1.0.0.2

DUAL: Destination 1.0.0.5/32

DUAL: Removing dest 1.0.0.5/32, nexthop 1.1.0.1
DUAL: RT installed 1.0.0.5/32 via 1.0.0.2

DUAL.: Destination 1.0.0.4/32

DUAL: linkdown(): finish

Exercise 1-3

To understand all the details of the previous dgmggprintout, you have to
know the exact contents of the EIGRP topology tabl®uter Fred. You ca
compute the topology table by hand or set up therfouter lab and print ot
the topology table on Fred. You can find the nemgskab instructions on tk
accompanying Web site atvw.ciscopress.com/eigrp

Local Computation

An EIGRP router faced with an increased metric frimsuccessor can find a better
route immediately if the new best route goes thhoaifeasible successor. The action
in this case is immediate; the new route is seteatel updates are sent to all the
neighbors to inform them of the change in the netvwtopology. This is exactly what
happens in our test network when Fred loses subh&i.0/24; Barney is the feasible
successor for network 1.0.0.2 and the best (Wedl ohly remaining) route toward that
network also goes through Barney. The correspondithgigging outputs are shown

in Example 1-23

Example 1-23. Route Loss with a Feasible Successor  Available in the Topology Table
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Fred#debug ip eigrp 1 1.0.0.2 255.255.255.255
IP Target enabled on AS 1 for 1.0.0.2/32
IP-EIGRP AS Target Events debugging is on
Fred#show debug
IP routing:

IP-EIGRP AS Target Events debugging is on
EIGRP:

EIGRP FSM Events/Actions debugging is on

EIGRP Packets debugging is on

(UPDATE, QUERY, REPLY)

Fred#
DUAL: linkdown(): start - 1.1.0.3 via Serial0.2
DUAL: Destination 1.0.0.2/32
DUAL: Removing dest 1.0.0.2/32, nexthop 1.1.0.3
DUAL.: Best path rejected - forcing active
DUAL: linkdown(): finish
DUAL: linkdown(): start - 1.1.0.1 via Serial0.2
DUAL: Destination 1.0.0.2/32
DUAL: Removing dest 1.0.0.2/32, nexthop 1.1.0.1
DUAL: RT installed 1.0.0.2/32 via 1.0.0.2
DUAL: linkdown(): finish

NOTE

The debugging printout changed between 10S verdi@rsand 11.3T. I0S 11.2
prints the whole topology table indicating the hestte selected, whereas I0S
11.3T informs you only that a new best route isaltsd. A sample I0S 11.2
printout is shown irExample 1-24

Example 1-24. Printout from Example 1-23  as Displayed under 10S 11.2

DUAL.: linkdown(): start - 1.1.0.1 via Serial0.2
DUAL: Destination 1.0.0.2/32

DUAL: Find FS for dest 1.0.0.2/32. FD is 41152000, RD is 41152000
DUAL: 1.1.0.1 metric 4294967295/4294967295
DUAL: 1.0.0.2 metric 53973248/128256 found Dmin i s 53973248

DUAL: Removing dest 1.0.0.2/32, nexthop 1.1.0.1
DUAL: RT installed 1.0.0.2/32 via 1.0.0.2

The switch over to the feasible successor is imatedind local to the router. The
route staygassive (no diffusing computation exists for the routeglaro other routers
are involved. With this knowledge, we can write fingt approximation of our
algorithm to select alternate routes (Egample 1-2h

Example 1-25. DUAL Selection of Alternate Routes

Try to find a better route:
Find the new best route in topology table
| f NewBestRoute goes through a feasible successor t hen
Select the NewBestRoute
Send update packets to all neighbors
El se
Ask other neighbors about an alternate route
End If
It's worth noting that EIGRP behavior might be ramdn some border cases.
Assume that the internal order of neighbors inep&ted is different, and the
linkdown events are processed in a different secpigfihe linkdown event for
neighbor 1.1.0.1 is processed before the linkdovemefor neighbor 1.1.0.3.) The

route with the minimum reported distance for netwbi0.0.2/32 after the neighbor
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1.1.0.1 is lost does not go through a feasibleesssmr and router Fred starts a
diffusing computation, as seenbxample 1-26

Example 1-26. Alternate Route Loss Sequence—Best Ro  ute Is Not a Feasible
Successor

Fred#

DUAL.: linkdown(): start - 1.1.0.1 via Serial0.2

DUAL.: Destination 1.0.0.2/32

DUAL: Find FS for dest 1.0.0.2/32. FD is 41152000, RD is 41152000
DUAL: 1.1.0.1 metric 4294967295/4294967295

DUAL: 1.0.0.2 metric 53973248/128256

DUAL: 1.1.0.3 metric 46866176/46354176 not found Dmin is 46866176
DUAL: Dest 1.0.0.2/32 entering active state.

DUAL.: Set reply-status table. Count is 2.

DUAL: Not doing split horizon

DUAL.: linkdown(): finish

NOTE

Although a router with a feasible successor cagcs@n alternate route
immediately, its upstream neighbors might not beusky—a fact often
overlooked by EIGRP network designers. Considen#te/ork inFigure 1-12
When the Chicago router loses its 2-Mbps link tavN@ork, it already has a
feasible successor and can switch over to a 128-kipimmediately. However,
when the Chicago router reports an increased roetdc to the San Jose router,
the San Jose router has no feasible successoiaartd ktart a diffusing
computation.

Diffusing Computation

When an EIGRP router cannot find an alternate r(ndealternate route exists, the
new best route still goes through the successartiag increases in the route metric,
or the new best route does not go through a feastldeessor), it starts a diffusing
computation by asking all its neighbors about &eraate route. A diffusing
computation is performed in a series of steps:

Step 1.The route in question is markeadive in the topology table.

Step 2.A reply-status table is created to track repligseeted from the neighbors.
Step 3.A query is sent to the neighbors.

Step 4.Responses are collected from all the neighborstordd in the topology
table. The response status of individual neighisonsacked in the reply-status table.
Step 5.The best response is selected in the topologg tatdl the new best route is
installed in the routing table.

Step 6.If necessary, an update is sent to the neighbargdrm them of the changed
network topology.

Starting a Diffusing Computation
The router starting the diffusing computation hiasaaly gone through several steps:

+ Its topology table reflects the changed state efrtbtwork. (It contains
information about increased or infinite metric frensuccessor.)

« The new (temporary) best route toward the destinasi already selected in
the topology table but it either goes through acesasor reporting the change
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or through a neighbor that is not a feasible swgmeso it cannot be used
immediately.

The first few steps in the diffusing computatioe gerformed in the router:

Step 1.The route in the topology table is marked activas flag serves to prevent
query loops.

Step 2.A timer is started to guarantee network convergen@ reasonable time.
Step 3.The router creates a data structure to track ressgsofrom all neighbors
involved in the diffused computation.

When all these preparatory steps are finishediahier sends a query packet to its
neighbors. The query packet includes the new teanpdrest vector metric (or
infinity if all the paths to a subnet were lost)inéorm the neighbors about the
topology change that triggered the diffusing corapan.

In the test network, the bandwidth of a loopbadkriiace on router Barney was
changed from its default value to 16 kbps, forangeIGRP reconvergence for that
particular route, as seen in the debugging printokixample 1-27

Example 1-27. Router Initiates a Diffusing Computat  ion

Barney#show debug
EIGRP:

EIGRP FSM Events/Actions debugging is on

EIGRP Packets debugging is on

(UPDATE, QUERY, REPLY)

Barney#conf t
Enter configuration commands, one per line. End wit h CNTL/Z.
Barney(config)#interface loopback 1
Barney(config-ify#bandwidth 16
Barney(config-if)#

DUAL: dual_rcvupdate(): 1.0.0.5/32 via Connected me tric 160128000/0
DUAL: Find FS for dest 1.0.0.5/32. FD is 5127936, R D is 5127936
DUAL: 0.0.0.0 metric 160128000/0

DUAL: 1.0.0.4 metric 54997248/41152000 not found Dmin is 54997248

DUAL.: Dest 1.0.0.5/32 entering active state.
DUAL: Set reply-status table. Count is 3.
DUAL: Not doing split horizon

EIGRP: Enqueuing QUERY on Serial0.1 nbr 1.0.0.4 ser no 91-91

EIGRP: Enqueuing QUERY on Seriall.1 nbr 1.0.0.3 ser no 91-91

EIGRP: Enqueuing QUERY on Serial2.1 nbr 1.0.0.1 ser no 91-91
NOTE

The debugging outputs in the section titled, "SinplUAL Operation—Adding
New Routes," in this chapter, are similar to thewtging output irexample 1-28

In both situations, we reduce three lines of deingygutput into a single line that's
most significant for DUAL discussions—the line thells us which packet type
was enqueued for which neighbor, as showxample 1-29

Example 1-28. The Actual EIGRP Debugging Printout u  pon Sending a Packet to an
EIGRP Neighbor

EIGRP: Enqueuing QUERY on Seriall.1 iidbQ un/rely O /1 serno 91-91
EIGRP: Enqueuing QUERY on Serial0.1 nbr 1.0.0.4 iid bQ un/rely 0/0
peerQ un/rely 0/

0 serno 91-91

EIGRP: Sending QUERY on Serial0.1 nbr 1.0.0.4
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AS 1, Flags 0x0, Seq 129/106 idbQ 0/0 iidbQ un/re ly 0/0 peerQ
un/rely 0/1 serno
91-91

Example 1-29. The Shortened EIGRP Debugging Printou t
EIGRP: Enqueuing QUERY on Serial0.1 nbr 1.0.0.4 ser no 91-91

Receiving a Query Packet and Responding to It
The router receiving a query packet uses the fatigwules to process the query:

« If the router sending the query previously supptmablogy information about
the route being queried, the information in therguserwrites the
information previously received from the neighbenging the query.

« If the router receives a query about a route thabt in its topology table, it
immediately replies with an infinite metric and gsaquery processing. (If the
router never received any information about theedwm any neighbor, it
makes no sense to further propagate the searthdbroute.)

- If the route is already active (for example, thiéuding computation has
encountered a query loop), the router replies isturrent best path and
stops query processing.

« If the query is not received from a successorytier replies with its current
best route. The route stays passive, and the roatepletes its part of
diffused computation.

« If the query is received from the only successar taiere is no other EIGRP
neighbor, the router replies with infinite metrstub router case).

« The router selects the new best route toward thendgion. If that route goes
through a feasible successor, the router seleetalternate route (local
computation) and reports the new best route tajtieey originator.

« If no alternate route exists the new best route still points to the router from

which the query was received the new best route does not go through a
feasible successdinen the router recursively propagates the query to its
neighbors.

These rules are summarizedliable 1-4

Table 1-4, Action Taken upon Receiving an EIGRP Query
| Condition | Action
}Route not in topology table | Reply with infinity.
}Route already active | Reply with current best metauld be infinity).
}Query received from nonsuccess¢|>r Reply with curbest route.

Query received only from Reply with infinity.

successor, no other EIGRP

neighbors

Query received from successor Select new best.rblitgoes through a feasible successor,
reply with new best route, otherwise extend diftuse
computation.

Debugging outputs illustrating various scenariasiacluded in Example 1-30
through Example 1-33.

1-30. Query Received for a Route Not in the Topolog vy Table
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EIGRP: Received QUERY on Serial0.2 nbr 1.1.0.3
AS 1, Flags 0x0, Seq 83/130 idbQ 0/0 iidbQ un/rel y 0/0 peerQ
un/rely 0/0
DUAL.: dest(1.0.0.5/32) not active
DUAL: dual_rcvquery():1.0.0.5/32 via 1.1.0.3 metric
161152000/160640000,
RD is 4294967295

DUAL: Find FS for dest 1.0.0.5/32. FD is 4294967295 , RD is 4294967295

found
DUAL: Send reply about 1.0.0.5/32 to 1.1.0.3

1-31. Query Received While the Route Is Active

EIGRP: Received QUERY on Serial0.1 nbr 1.0.0.4
AS 1, Flags 0x0, Seq 110/129 idbQ 0/0 iidbQ un/re ly 0/0
DUAL: dual_rcvquery():1.0.0.5/32 via 1.0.0.4 metric
161664000/161152000,
RD is 160128000
DUAL: Send reply about 1.0.0.5/32t0 1.0.0.4
EIGRP: Enqueuing REPLY on Serial0.1 nbr 1.0.0.4 iid bQ un/rely 0/1
peerQ un/rely
0/0 serno 92-92

1-32. Query Received from a Neighbor That Is Not th e Current Successor

EIGRP: Received QUERY on Serial0.1 nbr 1.0.0.2
AS 1, Flags 0x0, Seq 242/178 idbQ 0/0 iidbQ un/re ly 0/0 peerQ
un/rely 0/0
DUAL: dual_rcvquery():1.0.0.5/32 via 1.0.0.2 metric
160640000/160128000,
RD is 41152000
DUAL.: Find FS for dest 1.0.0.5/32. FD is 41152000, RD is 41152000
DUAL: 1.1.0.1 metric 41152000/40640000
DUAL: 1.1.0.3 metric 46866176/46354176
DUAL: 1.0.0.2 metric 160640000/160128000 found Dm in is 41152000
DUAL: Send reply about 1.0.0.5/32 to 1.0.0.2
DUAL: RT installed 1.0.0.5/32 via 1.1.0.1
EIGRP: Enqueuing REPLY on Serial0.1 nbr 1.0.0.2 iid bQ un/rely 0/1
peerQ un/rely
0/0 serno 202-202

1-33. Query Received from the Successor, but There  Is No Feasible Successor

DUAL: dual_rcvquery():1.0.0.5/32 via 1.1.0.1 metric

161152000/160640000,

RD is 41152000

DUAL: Find FS for dest 1.0.0.5/32. FD is 41152000, RD is 41152000
DUAL: 1.1.0.1 metric 161152000/160640000

DUAL: 1.1.0.3 metric 161152000/160640000

DUAL: 1.0.0.2 metric 160640000/160128000 not foun d Dmin is
160640000

DUAL.: Dest 1.0.0.5/32 entering active state.

DUAL: Set reply-status table. Count is 3.

DUAL: Not doing split horizon

DUAL: Going from state 1 to state 3

EIGRP: Enqueuing QUERY on Serial0.2 nbr 1.1.0.1 ser no 204-204
EIGRP: Enqueuing QUERY on Serial0.2 nbr 1.1.0.3 ser no 204-204
EIGRP: Enqueuing QUERY on Serial0.1 nbr 1.0.0.2 ser no 204-204
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Finishing a Diffusing Computation

Whenever a router that initiated a query receiveesply from its neighbor, it stores
the received data in its topology table and manksaippropriate entry in the reply
table. When all the replies are received, oneistéipe diffusing EIGRP computation
is finished, and the router has all the informattameeds to select the new best route.
If the router initiated the diffusing computatighe overall diffusing computation is
complete; otherwise, the router reports its regolthe neighbor it received the query
from in a reply packet.

After the diffusing computation is complete, theter that initiated the computation
has the best overall route known in its topolodpjdaand it also uses the proper
downstream router. The other routers involved endiffusing computation might not
know the optimum route yet, so the diffusing conagion results must be distributed
to those routers as well. This step takes placgibttie new best route was supplied
by one of the replying neighbors; otherwise, thigmeors already know the new best
route because it was supplied in the original quang the extra update step is
unnecessary.

These last steps generate the debugging outpHisaimple 1-34andExample 1-35

Example 1-34. Reply Received from One of the Neighb  ors

Fred#debug eigrp packet update query reply
Fred#debug eigrp fsm

EIGRP: Received REPLY on Serial0.1 nbr 1.0.0.4

AS 1, Flags 0x0, Seq 108/129 idbQ 0/0 iidbQ un/re ly 0/0
DUAL: dual_rcvreply(): 1.0.0.5/32 via 1.0.0.4 metri c
54997248/41152000

DUAL: Countis 3
DUAL.: Clearing handle 2, count is now 2

Example 1-35. The Diffused Computation Is Finished, and Reply and Update Packets
Are Sent

Fred#debug eigrp packet update query reply
Fred#debug eigrp fsm

EIGRP: Received REPLY on Serial0.1 nbr 1.0.0.2

AS 1, Flags 0x0, Seq 376/300 idbQ 0/0 iidbQ un/re ly 0/0
DUAL: dual_rcvreply(): 1.0.0.5/32 via 1.0.0.2 metri c
160640000/160128000

DUAL: Countis 1

DUAL.: Clearing handle 0, count is now 0

DUAL: Freeing reply status table

DUAL: Find FS for dest 1.0.0.5/32. FD is 4294967295 , RD is 161152000
found

DUAL: Send reply about 1.0.0.5/32 t0 1.1.0.3

DUAL: RT installed 1.0.0.5/32 via 1.1.0.3

DUAL: RT installed 1.0.0.5/32 via 1.0.0.2

DUAL: RT installed 1.0.0.5/32 via 1.0.0.2

DUAL: Send update about 1.0.0.5/32. Reason: new if
DUAL.: Going from state 3 to state 1

EIGRP: Enqueuing REPLY on Serial0.2 nbr 1.1.0.3 ser no 299-299
EIGRP: Enqueuing UPDATE on Serial0.1 nbr 1.0.0.2 se rno 300-300
EIGRP: Enqueuing UPDATE on Serial0.2 nbr 1.1.0.3 se rno 300-300
EIGRP: Enqueuing UPDATE on Serial0.2 nbr 1.1.0.1 se rno 300-300
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A Diffused Computation Example

To further illustrate the details of a diffusingngputation, the example network
illustrated inFigure 1-13s used. The network includes elements of thel idi¢fsing
computations as well as a diffusing computatioggered by an update packet.

Figure 1-13. Network Used to lllustrate Diffusing C ~ omputations
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Throughout these examples, assume that the detetygdinks are equal (20 msec)
and that the route selection is done purely orb#ses of minimum end-to-end
bandwidth.

Exercise 1-4

Before reading the rest of the example, figuretbettopology table contents
for route 10.1.0.0/16 on all four routers. Whichiters have more than one
entry in the topology table? Which routers haveaesssor and a feasible
successor? Where does the traffic from Austin tw Nerk flow?

The Chicago router has two entries for network 100116 in its topology table—the
best entry points to the 2-Mbps link into New Yoakd alternate entry points to the
128-kbps link. Both entries have a greater EIGRadice than the entry in the New
York router, which has a bandwidth of 10 Mbps. Neav York router is thus both

the successor and the feasible successor for tltagchrouter.

When the 2-Mbps link between Chicago and New Yails fand the successor for
network 10.1.0.0/16 is lost, the Chicago router gdrately selects the alternate route
over a 128-kbps link because the new best route tjweugh a feasible successor.
The Chicago router also informs the San Jose raimeut the reduced minimum
bandwidth of the route. This first step is showirigure 1-14

Figure 1-14. An Alternate Link between Chicago and  New York Is Selected after a 2
Mbps Link Failure
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The San Jose router has only one entry for netd0rk.0.0/16 in its topology table,
which is pointing toward the Chicago router. Theared bandwidth of that entry
was 2 Mbps and San Jose's own bandwidth was 512 Wipen the update is
received from the Chicago router, San Jose's owhisancreased and the San Jose
router tries to find an alternate route. It hadessible successor, so it must start a
diffusing computation and send the queries totakkoneighbors (for example,
Austin) as seen iRigure 1-15

Figure 1-15. A Diffusing Computation Is Started in the San Jose Router
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NOTE
Note that although the network design includes meldncy and feasible
successors, a diffusing computation nonethelessifiethe presence of a feasible
successor does not always guarantee that the gemesr is immediate.
Another important fact is that the route from SaseJtoward network 10.1.0.0/16
remains stable throughout the duration of the diffg computation, pointing to the
old downstream neighbor (Chicago). This guarantessthe traffic always reaches
the destination network even during network congeog periods, although it
might not always take the optimal path.
The topology table in the Austin router contained entries for network 10.1.0.0/16:
an entry pointing toward San Jose with a bandwadithl2 kbps, and an alternate
entry pointing toward New York with a bandwidth2§6 kbps. The New York router
is also a feasible successor because its own Elfidtdhce is less than the reported
distance of the Austin router.
When the Austin router receives a query packet fiteenSan Jose router, it stores the
information from the query packet in its topologple. The old entry from the San
Jose router is overwritten with the new informatiocluding the reduced minimum

36



bandwidth. Because the query was received froncdhent successor, the Austin
router needs to rerun DUAL to make certain it imgshe optimum path. Luckily,
Austin has a feasible successor for this destindtlrough the New York router) and
therefore immediately selects this alternate pHtle. San Jose router is informed
about the new best route via a reply packet andNéve York router is informed
about the change in network topology via a poigotate packet. These packets are
highlighted inFigure 1-16

Figure 1-16. The Austin Router Selects an Alternate Route Toward New York
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Exercise 1-5

Answer the following questions:

- What were the contents of the topology table ofNle& York router
before the Chicago—New York link failure?

+ Is the poison update packet from Austin to New Yioekessary?

« What does the New York router do after receiving pbison update
packet from Austin?

The San Jose router receives the reply packet fostin and stores the received
information in its topology table. It can also cdetp the diffusing computation
because the Austin router was the only one quefiee topology table contains two
entries: one from Chicago with a minimum bandwidlitl128 kbps, and another one
from Austin with a minimum bandwidth of 256 kbpséelroute through Austin is
selected and installed in the routing table of3he Jose router.

As one of the last steps in the network converg@noeess, the San Jose router has to
inform all other routers that it has changed thth jtas using to this destination. An
update is sent to the Chicago router listing théeb&andwidth. The last step in
network convergence is displayedrmgure 1-17

Figure 1-17. The San Jose Router Completes the Diff using Computation and Informs
the Other Neighbors about a Better Route
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Exercise 1-6

Answer the following questions:

« What does the Chicago router do after it receiliesupdate packet
from the San Jose router?

« How many packets does the Chicago router sendiafegeives the
update packet from the San Jose router?

Monitoring Diffusing Computation

A diffusing computation should be a transparentrafpen that runs behind the
scenes, but we could make a similar statement ai@wiorks in general and we all
know it's not always true. In reality, a large mariage of EIGRP problems and the
majority of all EIGRP network meltdowns arise frédailed diffusing computations—
from too many computations being performed andtaoy routers being involved in
the computation. Therefore, monitoring diffusingrmgmutations is crucial for
successful EIGRP troubleshooting. You can monitibnsing computations in your
network in several ways:

« Use EIGRP debugging commands. This approach isilusety in small
networks (where you wouldn't expect any problems\ay) or when you are
trying to troubleshoot events related to a pardcubute. Generic EIGRP
debugging in large networks doesn't lead to goedlt®

« Use the EIGRP event log in the router. The inforamain the event log is
similar to information gathered with the debuggaognmands (although more
cryptic) and requires extensive EIGRP knowledgee@roperly understood.
Therefore, using the EIGRP event log to try to ustded the extent of
diffused computation in your network is discouraged

« Useshow ip eigrp topologyandshow ip eigrp neighborcommands. These
commands give network operators or the troubleshg@ngineers useful
insight into the extent of a diffusing computatemd the potential bottlenecks
that could cause convergence problems.

Table 1-5lists the commands that give you rapid insight imverall EIGRP
performance while you are troubleshooting.
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Table 1-5, Commands Used in Diffused Computation Monitoring
} To Display... | ...Use the Following Command
}Routes currently under diffused computation |show ip eigrp topology active
}Routes currently being converged |show ip eigrp topology pending
}Whether this router is a potential bottleneck |show ip eigrp neighbor detail

Theshow ip eigrp topology activecommand displays all the routes for which a
diffusing computation is being performed. This coamu identifies both the extent of
diffusing computation (how many routes are curgeattive and how many routers
are involved) as well as potential bottlenecks t@gaithat don't reply to queries) and
convergence problems (long diffusing computatiames). An example of a diffusing
computation being identified with this commandhewn inExample 1-36

Example 1-36. Monitoring Diffusing Computations wit h the show ip eigrp topology
active Command

Fred#show ip eigrp topology active
IP-EIGRP Topology Table for process 1

Codes: P - Passive, A - Active, U - Update, Q - Que ry, R - Reply,
r - Reply status

A 1.0.0.5/32, 1 successors, FD is 161152000, Q

2 replies, active 00:00:02, query-origin: Succe ssor Origin
via 1.1.0.3 (161152000/160640000), r, Seri al0.2, serno 323
via 1.0.0.2 (160640000/160128000), Serial0 .1, serno 327

Remaining replies:
via 1.1.0.1, r, Serial0.2

Potential EIGRP performance problems can be idedtliy the following symptoms:

« Consistently high numbers of active routes indieat®nstant source(s) of
route flaps and network instabilities.

« Long active times indicate slow overall network eergence and potential
bottlenecks.

« Long active times experienced while waiting forlrepfrom a small number
of neighbors indicate a communication bottlenedkwhose neighbors (on
this router or on the neighbor router) or a comroation problem beyond
those neighbors.

« Long active times experienced while waiting forlrepfrom several
neighbors indicate an interface bottleneck or allgigedundant topology.

Another useful command to help you identify whettier current router is a potential
convergence bottleneckssiow ip eigrp topology pendingwhich lists all active
routes as well as those routes for which therg@aneling outgoing updates (see
Example 1-37or a sample printout).

Example 1-37. Monitoring Network Convergence witht  he show ip eigrp topology
pending Command

Fred#show ip eigrp topology pending
IP-EIGRP Topology Table for process 1

Codes: P - Passive, A - Active, U - Update, Q - Que ry, R - Reply,
r - Reply status
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P 1.0.0.5/32, 1 successors, FD is 46866176, U
via 1.1.0.3 (46866176/46354176), Serial0.2 , serno 329
via 1.0.0.2 (53973248/10127872), Serial0.1 , serno 327

If a particular router constantly displays seveadsive pending routes, that router
definitely represents a bottleneck. To furtherfyanhether the router under
inspection represents the convergence bottleneckcgn use thehow ip eigrp
neighbor detail command to display all packets waiting to be $emh this router to
its neighbors. This command can help you idenhifylink and the neighbor that's
slowing down the convergence of the rout&xample 1-37As seen irExample 1-

38, the only neighbor with an outstanding update packthe neighbor 1.1.0.1, where
the potential bottleneck lies.

Example 1-38. Monitoring Potential Bottlenecks with the show ip eigrp neighbor detail
Command

Fred#show ip eigrp neighbor detalil
IP-EIGRP neighbors for process 1

H Address Interface Hold Uptime SRTT RTO Q
Seq

(sec) (ms) Cnt
Num
2 11.03 Se0.2 172 02:13:17 16 5000 O
233

Version 11.3/1.0, Retrans: 9, Retries: 0

1 1101 Se0.2 121 02:13:35 49 5000 1
190

Version 11.3/1.0, Retrans: 13, Retries: 0

UPDATE seq 355 ser 334-334 Sent Sequenced
0 1.0.0.2 Se0.1 13 20:08:05 19 5000 O
418

Version 11.3/1.0, Retrans: 1, Retries: 0

When theshow ip eigrp neighbor detailcommand displays several packets in the
Sequenced state, the bottleneck is the router under inspeciivhen the packets
displayed by this command are in teat Sequenced state, the bottleneck is either the
transmission media (which might be lossy) or theat router (which is not
acknowledging the packets in a timely manner).rfate-related bottlenecks are also
easy to spot with thehow ip eigrp interface command, where several pending routes
indicate a transmission media bottleneck.

When you are designing a network, you have sewogtadns when faced with a high
number of diffusing computations in an EIGRP networ

+ Reduce the number of route flaps in the network.

« Reduce the diameter of diffusing computations.

+ Reduce the number of neighbors or the number ¢érsuunning EIGRP.
+ Increase the available EIGRP bandwidth betweeméighbors.

All these measures are covered in detaamt Il andPart Il of this book.

Stuck-in-Active Routes

Diffusing computation rules, as discussed in tlatise entitled, "Diffusing
Computation," in this chapter, require that a routeeive replies from all the
neighbors it queried before it can select the nest boute. Under the following
extreme circumstances, a neighbor might fail tpoesd to a query:
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« In the event of a neighbor failure, for examplegaghbor router reload that
hasn't yet been noticed through the hello mechanism

+ In the event of a transmission media congestianverload

« In the event of software or hardware errors

In all these circumstances, the router originativegdiffusing computation is blocked
from completing the computation. To prevent thgpes of deadlock situations,
EIGRP contains a built-in safety measure—a maxirtiome a diffusing computation
can take. Whenever a diffusing computation takegdo than the timeout value, the
diffusing computation is prematurely aborted; tdg@eency with any nonresponding
neighbors is cleared, and the computation procagdsough these neighbors replied
with an infinite metric. The route for which theroputation is aborted is said to be
stuck in active.

Stuck-in-Active (SIA) routes are a major source&etG&RP-related problems,
especially because of their distributed nature.dittar the network ifrigure 1-18

Figure 1-18. Sample Network Prone to SIA Events
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Whenever there is a DLCI failure between the distion and core layers, a core
router starts a diffusing computation for all tbeites previously reachable over the
failed DLCI. Because the network does not contaymr@dundancy, there are no
feasible successors and the diffusing computaposesis to all the remaining routers
in the whole network including all the access rasité@he link speed between
distribution and access routers is very low; hettwere is a high probability that these
links will be overloaded and become convergenctdracks. Unfortunately, the SIA
event does not occur between the distribution @edss routers; the first router to
experience SIA timeout is most likely to be theecoouter initiating the diffusing
computation. This router tries to recover from Sbysclearing the adjacency with the
router that timed out (in its perspective), nantbly other core router. The net result
of this action is network partitioning, the losssafveral routes resulting in even more
diffused computations, and probably more SIA evéetsveen other routers in this
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network. The end result of this chain of eventsloam@ network meltdown resulting
in several minutes of complete network outage.
It is clear from the previous example that the $i#&nt should be avoided if at all
possible by the use of several available designcanfiguration techniques. Most
techniques try to avoid or prevent the originabm® for an SIA event, but one
technique tries to prevent the resulting cataseopithout removing the original
causes—the extension of the stuck-in-active timer.
The default Stuck-in-Active timeout is three mirsjterhich should be enough for all
properly designed networks. You can extend thedirhduring a troubleshooting
session if necessary, but you should considetdhie only a temporary measure that
prevents network meltdowns. If when troubleshoqtyay use this stopgap measure,
you must adjust the timeout on all EIGRP speakmgars in the network (s@eable
1-6).

Table 1-6, Changing the SIA Timeout
} Task | Command
/Change the Stuck-in-Active timeououter eigrp <AS> timers active-time <timeout-in-minutes>
}Disable the Stuck-in-Active check |router eigrp <AS> timers active-time disabled
SIA events are usually caused by several routs flapthe loss of many routes)
combined with slow-speed or lossy links in largenmeks. The usual causes can be
categorized along these lines:

« Flapping interface— A single constantly flapping interface can introdwa
constant stream of diffusing computations in thisvoek; every time the
interface goes down, all the routers in the netwake to agree that there is
no alternate route to the lost subnet. Over a deridime the number of
outstanding queries can grow to the extent thatobtiee diffusing
computations exceeds the SIA timeout.

« Configuration change— EIGRP-related configuration changes normally
clear the adjacency between the router on whiclchleges were made and
its neighbors (see the section titled, "Adjacenegdts—Causes and
Consequences,” @hapter 2, "Advanced EIGRP Concepts, Data Strugfure
and Protocolsfor more details), potentially resulting in sevdrat routes and
diffusing computations. These can lead to SIA evantombination with
slow-speed links as illustrated in the example oekw

« Lossy links— EIGRP packets might get lost on lossy links résglin
retransmissions that might in turn lead to an edg¢einconvergence period
when combined with several diffusing computatioreuéed by, for example,
flapping interfaces or configuration changes).

- Heavily loaded links— Heavily loaded links usually experience packepdro
that can cause EIGRP retransmissions finally rieguib SIA routes (see also
lossy links).

« Misconfiguration of the bandwidth parameter— Recent EIGRP
implementations try to prevent WAN link overload fpgcing EIGRP data
packets based on configured interface bandwidtsctifiguring the
bandwidth on an interface can lead to packet logxiwemely low
throughout; both of which can slow down the trarssmn of query and reply
packets, thus increasing the overall time requinescbmplete a diffusing
computation.

« Old EIGRP code— Old EIGRP implementation (up to 10S versions
10.3(11) and 11.0(8)) as well as early maintenaeleases of some 10S
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versions (for example, early 10S 11.2) contain s@velGRP-related software
defects that can result in delayed retransmissiosspackets, and finally,
SIA events. The obvious remedy in this scenarami$OS upgrade.

« Routing loops with multiple (E)IGRP processes—Blind two-way
redistribution between multiple IGRP and/or EIGRBgesses can lead to
redistribution loops that trigger repetitive diffiag computations in all
involved EIGRP processes (see also lossy linkdlap@ing interface for
more details).

« Redistributed IGRP routes— Automatic IGRP to EIGRP redistribution
performed whenever IGRP and EIGRP are using the gg8number can
lead to complex two-way multipoint redistributiocesarios that could cause
routing loops (see also routing loops). More dstedin be found i€hapter 9,
"Integrating EIGRP with Other Enterprise Routin@tecols."

« Frame-Relay— Several SIA-related configuration problems areallgu
encountered in Frame-Relay environments: flappitgriaces, lossy or
heavily loaded links, and misconfigured bandwiddingoneters. Se@hapter
12, "Switched WAN Networks and Their Impact on ESfRndChapter 13,
"Running EIGRP over WAN Networkg$tr more details.

Summary

EIGRP is a modern routing protocol that combinesgpéicity and filtering capabilities
of the distance-vector routing protocols such astiRg Information Protocol (RIP)
or Interior Gateway Routing Protocol (IGRP) witlsfaonvergence of link-state
routing protocols such as Open Shortest Path @SPF) protocol. EIGRP is also
the only routing protocol that supports all thragdr-3 protocols most commonly
found in enterprise networks: IP, IPX, and Appl&Tal
Configuring EIGRP in a small network is easy andginot require any network
design. Therefore, EIGRP is the routing protocattudice in most networks that do
not require multivendor interoperability. An EIGREBtwork where no real network
design was done can grow to a fairly large sizéovit problems, but might also
unexpectedly collapse when the number of routetes@number of changes per time
unit exceeds a certain hard-to-specify limit. Oa ¢ther hand, everyone designing
and implementing a network based on a link-staténig protocol, such as OSPF,
becomes aware of the need to implement networlegagon with areas early on in
the network growth cycle. The net result is thatdelarge OSPF or IS-IS networks
experience unexpected outages, but this resudttistrictly technology-related.
Remember, although EIGRP has the ability to coplke miore abuse than link-state
protocols, it can also break without warning whiecannot take any more.
NOTE
I've seen several large EIGRP networks that expeee fairly frequent outages
and meltdowns, most of which were the result ofsmig design elements and
improper implementation. |, therefore, stronglyaitge reader to do a proper
network design even though EIGRP does not requinegarly stages when the
network is still small. | also recommend using amngnscalability features
discussed iPart Il of this book as possible to make your networkcasable and
as stable as possible.
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Chapter 2. Advanced EIGRP Concepts, Data

Structures, and Protocols

This chapter builds on EIGRP concepts and algosttescribed itChapter 1,
"EIGRP Concepts and TechnologyHhe following sections focus on protocols and

data structures used by EIGRP:

« "EIGRP Transport Mechanisms and Protocols" desstibe reliable transport

between EIGRP neighbors.

+  "EIGRP Neighbors" provide the details about thecemh of EIGRP neighbors

and adjacencies.

« "EIGRP Topology Table" describes the details of HEIBRP stores routing

information.

« "Building Routing Tables from EIGRP Topology Tablexplains the process
of building the main routing table from an EIGRpdtngy table.

Throughout this chapter, we'll use an approximatetire map of EIGRP detailing
how the processes, protocols, and data structiteks&RP are joined together (see

Figure 2-).

Figure 2-1. Overall Map of EIGRP Processes, Protoco

Is, and Data Structures
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EIGRP Transport Mechanisms and Protocols

Throughout the discussion of the DUAL algorithm aiscoperation irChapter 1we
made hidden assumptions that the data deliverydsstwouters is reliable and that
the routers have some means of finding their neghg routers. These two
assumptions are crucial to proper operation oXb&L algorithm. Therefore, it's
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not surprising that one of the major parts of EIGRIEresses reliable neighbor
discovery and data delivery. These parts of EIGRFhayhlighted irFigure 2-2

Figure 2-2. The EIGRP Transport Protocol and Its Po  sition in the Overall EIGRP
Structure
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EIGRP's designers were faced with two choices vadesigning the EIGRP transport
protocol. They could use an already existing prot@or example, TCP) or they
could design their own. They probably felt that TW&s too complex for transporting
routing data and that it lacked one of the majatuees they wanted to implement in
EIGRP: multicast data delivery. Other transport@cols under development at that
time (for example, the protocol OSPF uses to trandSAs between routers) lacked
the robustness and adaptability that are the drberzefits of TCP. Design of a
proprietary transport protocol was, therefore,dhky remaining option.

As currently implemented, the EIGRP transport protdulfills all the major
requirements:

+ EIGRP neighbors are dynamically discovered usiegdlGRP hello protocol.

« The hello protocol also discovers neighbor loss.

« All data transfer is reliable.

« The transport protocol allows unicast or multicdestia transfer.

« The transport protocol adapts itself to changingvoek conditions and
variations in neighbor responsiveness.

«  With proper configuration, EIGRP behaves as a gamdghbor and limits its
bandwidth usage to give other applications faieasdo transmission media
(seePart 11l of this book for more details).

EIGRP Encapsulation Methods and Packet Format

Multicast or broadcast addresses used to deliveRPI hello packets depend on an
underlying protocol family. IP uses multicast, wées IPX and AppleTalk use
broadcast addresses as showhahle 2-1

Table 2-1, Multicast Addresses Used by EIGRP over Different Protocols |

45



Underlying Protocol Family Multicast/Broadcast Address Used for EIGRP
IP 224.0.0.10
IPX <network-number> ffff.ffff.ffff
AppleTalk Cable range broadcast

Every EIGRP packet begins with a common header showigure 2-3 The
common header contains the EIGRP version numbekep#ype (Opcode) as
specified inTable 2-2 sequence number and acknowledge number fieldsrided
in detail in the section, "Sequence Numbers anchAakedgments,"” in this chapter)
as well as the packet checksum, and EIGRP AutonerBgstem number.

Figure 2-3. The EIGRP Packet Header
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8 8 B | 8
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FLAGS
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TV =

Table 2-2, EIGRP Packet Types
OPcode Type
Update
Query
Reply
Hello
IPX SAP
Additional information in the EIGRP packets is etied using Type/Length/Value
(TLV) encoding which allows for easy future extemss to the protocol. The various
TLVs defined in the current EIGRP implementatioa bsted inTable 2-3

oo~ WK

Table 2-3, Type/Length/Value (TLV) Types Used in Current EIGRP Implementation
Number | TLV Type
General TLV Types
0x0001 EIGRP Parameters
0x0003 Sequence
0x0004 Software Version 12
0x0005 Next Multicast Sequence
| P-Specific TLV Types
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0x0102 IP Internal Routes

0x0103 IP External Routes
\AppleTalk-Specific TLV Types

0x0202 AppleTalk Internal Routes
0x0203 AppleTalk External Routes
0x0204 AppleTalk Cable Configuration
IPX Specific TLV Types

0x0302 IPX Internal Routes

0x0303 IPX External Routes

Each TLV entry contains the entry type (2 bytesjrelength (2 bytes), and the
entry-specific information. To illustrate the coptef TLVs, refer toFigures 2-4and
2-5, which display the TLV format for IP internal apgiternal routes. More details on
the individual fields in these two TLVs can be fdun sections, "Internal EIGRP
Routes," and "External Routes and Additional Ra\itaebutes," later in this chapter.

Figure 2-4. The IP Internal Routes TLV
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*Thiz fizld Evariable. If it & kss than or mora than 3 octets, the TLY wil | b2 padded with
zers o the naxt &cotet boundary. For ecam ple, if the destination address is 101, the
Destinaticn field will ba 2 aotetz and will be followead with 2 pad of CwD0. If the address is
182 1881564, the Destination field will be 4 ootets and will be tllowed with & pad of CooC00000,

Figure 2-5. The IP External Routes TLV
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* This fizld &= varzble. f it lEss than ormor than 3 octets, the TLY will be pedded with
rems O the nect 4-ocet boundany. Foresmple | if the destination addess is101, the
Destiration field will be 2 oxets and will b2 followed with 2 ped of 00, K the addessi=
192 16816 54, the Destination field will be 4 orets and will b2 followed with 2 pad of Cedd00000.

Hello Protocol

The EIGRP hello protocol achieves three goalsahanecessary for proper EIGRP
operation:

- It discovers new neighbors as they become reachidblghbor discovery is
automatic and does not require extra manual cordign.

« It verifies neighbor configuration and allows ndighs to communicate only if
they are configured in a compatible way.

+ It constantly monitors neighbor availability andetss neighbor loss.

The hello protocol is implemented as a unidirecl@rotocol where each router
sends multicast packets over all interfaces on lwitiuns EIGRP. Every EIGRP-
speaking router receives these multicast packetssaihus able to discover all its
neighbors.

Hello packets also carry the basic information altlo& router sending the packets:

« Its IOS version and EIGRP code version
« The K-values the router is using
« The holdtime that should be used to detect neigldssr

These values are encoded using a special syntaallbnas for easy future extension.
A sample EIGRP hello packet, as decoded by NetWakeral's Sniffer, is displayed

in Example 2-1

Example 2-1. EIGRP Hello Packet as Decoded by Sniff er
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EIGRP: Version =2

EIGRP: Opcode =5 (Hello)
EIGRP: EIGRP Checksum = EFCF (correct)
EIGRP: Subnets in Local Net = 0 Unused
EIGRP: Networks in Autonomous System = 0 Unused
EIGRP: Sequence number =0 Unused
EIGRP: Autonomous System number =1
EIGRP:
EIGRP: Type =0
EIGRP: Subtype =1
EIGRP: Length =12 Bytes
EIGRP: Holdtime = 15 Seconds
EIGRP: Type =0
EIGRP: Subtype =4
EIGRP: Length = 8 Bytes
EIGRP: Routing level =2

NOTE

The printout in the example was taken with an ole#sion of Network General's
software, which did not decode all the EIGRP fieddsectly. You should be
aware of this fact if you are not using the latession of Sniffer software.
Each router verifies the K-values in incoming hglackets—which must be equal to
the values the router is using itseli—as well @&dburce address of the hello packet.
The hello packet source address has to lie in btieesubnets configured on the
interface through which the hello packet was resgti@nd must be different from any
address configured on the router itself; otherwtise packet is considered to be a
spoofing attempt and is ignored.
NOTE
EIGRP hello packets are always sent from the pgrifaaddress configured on the
interface, but the receiving router checks the pslsource IP address against all
IP subnets configured on the interface. If you regehe primary and secondary
subnets on two adjacent routers, EIGRP still wofken the other hand, the
primary IP address of one router is not in the esslispace of the other router,
EIGRP does not start.
The hello protocol uses two timers to detect neaghdss: Thehello interval specifies
how often a router sends the EIGRP hello packets an interface, and theld
timer specifies how long a router waits while receivimtraffic from a given
neighbor before declaring that neighbor dead. Tfaudt hello and hold timers
depend on interface and encapsulation type asfigueiri Table 2-4
NOTE
In older 10S versions, a hello packet had to beiweal to reset the hold timer.
Newer I0OS versions, starting with I0S 11.2, rekettiold timer every time an
EIGRP packet is received from the adjacent router.

Table 2-4, Default EIGRP Hello and Hold Timers
Interface Type Encapsulation Hello Timer | Hold Timer
(sec) (sec)

LAN Any 5 15
interface
WAN 'HDLC or PPP 5 15
interface  INBMA interface (X.25, Frame Relay, SMDS or DialerrGO 180

with bandwidth <= T1

INBMA interface with bandwidth > T1 5 15

[Point-to-point subinterface over NBMA interface | 5 51
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The default values of hello timers can lead tawasion where EIGRP neighbors
connected to the same IP subnet use different hatldhold timers, for example, in
the network irFigure 2-6

Figure 2-6. Frame Relay Network Where Neighbors Use  Different Hello and Hold Timers
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To resolve this problem, each router specifiesuta hold timer in its hello packets,
and every EIGRP router uses the hold timer spekifiethe neighbor's hello packet
to time out that particular neighbor; this effeetivallows the hello protocol to
dynamically adjust to neighbor requirements. Thapprty of EIGRP hello protocol
is one of the major advantages of EIGRP as it esatlifferent neighbor failure
detection timers in different sites of the same Weldud.
To illustrate the proper use of asymmetrical EIGteRo/hold timers, consider two
dial-backup examples: a company that has remais dialing into the central site in
case of Frame Relay failure (déigure 2-3, and another company where the central
site dials out to the remote sites (§égure 2-§. In both cases, the applications
require very fast recovery from Frame Relay fail{aund 10 seconds).

Figure 2-7. Dial-In Dial-Backup Design
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In this dial-in scenario, the access routers hawetect DLCI failure (and
corresponding neighbor loss) very quickly to besablstart dial-backup procedures.
The timeout on hello packets coming from the cordar should be very small,
resulting in small hello and hold timers on theecauter. The hello and hold times
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on the access routers are not as important betdagisere router does not have to
detect neighbor failures as quickly.

In the dial-out scenario, the core router has teadeeighbor loss in a short
timeframe, resulting in strict requirements forlbelnd hold timers on access routers.
The hello and hold timers on the core router ateasomportant because the access
routers don't rely on neighbor failure detectiongooper routing.

Figure 2-8. Dial-Out Backup Design

Core Router

e T

50N dial baclkup Banchwicth =2 Mbps

Frarme Relay

Banclwidth = 64 kbpz

Arcezz Fouter  Access Fouter  Access Router

Exercise 2-1

It's not absolutely correct that the access routerst need to detect neighbor
failure to reroute traffic. Consider the returrfficafrom access to core site.
This drawback can be avoided using proper EIGRPicseDesign the
proper EIGRP metrics, static routes, and dial-ujaup@ters in both dial
backup scenarios to guarantee the following:

« The return traffic also flows over the ISDN line evhthe ISDN call
is established.

« The ISDN call is dropped when the Frame-Relay DisCl
reestablished.

You can change the hello and hold timers on amerface basis in interface
configuration mode with the commands frdmble 2-5

Table 2-5, Changing the Hello and Hold Timers
\ To Change... | ...Use the Following Command
EIGRP/IP hello timer ip hello-interval eigrp <as>
<seconds>

EIGRP/IP hold timer used by other routers to dett@istrouter'sjip hold-time eigrp <as> <seconds>
failure

EIGRP/IPX hello timer ipx hello-interval eigrp <as>
<seconds>

EIGRP/IPX hold timer used by other routers to detieis ipx hold-time eigrp <as>

router's failure <seconds>

Change EIGRP/AT timers appletalk eigrp-timers <hello>
<hold>
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You can also turn off the hello protocol on a pgeiface basis using the commands
in Table 2-6in router configuration mode.

Table 2-6, Disabling and Enabling EIGRP Hello Protocol on a Per-Interface Basis
} Task | Command
Disable EIGRP hello protocol on a single router eigrp <as>passive-interface <interface>
interface
Re-enable EIGRP hello protocol router eigrp <as>no passive-interface
<interface>

The passive-interfacecommand can only be used for interfaces with kregses
falling within the networks specified by the EIGRR}uting processetwork
command. You cannot use the passive-interfacecommand to enable EIGRP
protocol on an interface that does not belong ¢cdBIGRP process.

The passive-interfacecommand has a number of side effects:

« No adjacencies are ever established over the masderface.

« No routing updates are accepted over the pasdiwdane.

« The subnet of the passive interface remains ifetldRP process and appears
in the EIGRP topology table as an internal route.

Monitoring EIGRP Hello Protocol

No easy way to monitor the EIGRP hello protocolha hello and hold timers that
various neighbors are using exists. To find theesithe router itself is using, you
have to look through the interface part of the @ostconfiguration; to find the values
used by the neighbors, you can resort to a couplecks.

To find the hello timer used by a neighbor, use BERQacket debugging together
with EIGRP targeted debugging and debug timestafgaExample 2-Xor a sample
measurement.

Example 2-2. Commands Used to Measure Neighbor's He llo Timer

Fred#debug eigrp packet hello
EIGRP Packets debugging is on

(HELLO)
Fred#debug ip eigrp neighbor 1 1.0.0.2
IP Neighbor target enabled on AS 1 for 1.0.0.2
IP-EIGRP Neighbor Target Events debugging is on
Fred#conf term

Enter configuration commands, one per line. End wit h CNTL/Z.
Fred(config)#service timestamps debug datetime msec

Fred(config)#"Z

Fred#term mon

Fred#

*Mar 3 00:01:18.924: EIGRP: Received HELLO on Seria 0.1 nbr 1.0.0.2
*Mar 3 00:01:18.928: AS 1, Flags 0x0, Seq 0/0 idbQ 0/0 iidbQ ...
*Mar 3 00:01:23.528: EIGRP: Received HELLO on Seria 0.1 nbr 1.0.0.2
*Mar 3 00:01:23.532: AS 1, Flags 0x0, Seq 0/0 idbQ 0/0 iidbQ ...
*Mar 3 00:01:28.332: EIGRP: Received HELLO on Seria 0.1 nbr 1.0.0.2
*Mar 3 00:01:28.336: AS 1, Flags 0x0, Seq 0/0 idbQ 0/0 iidbQ ...
*Mar 3 00:01:32.936: EIGRP: Received HELLO on Seria 0.1 nbr 1.0.0.2
*Mar 3 00:01:32.940: AS 1, Flags 0x0, Seq 0/0 idbQ 0/0 iidbQ ...

The difference in timestamps between debuggingquts is a good approximation of
the hello interval used by the neighbor.
WARNING
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This method works well only for unloaded links; foaded links you should use

repeated measurements and average the measuresd.valu
To find the hold time the neighbor is specifyingtshello packets, use tis@ow ip
eigrp neighbor command repeatedly. When thad time value for a certain neighbor
increases, the router has just received a hellkgbdom that neighbor and tteld
time value represents an approximate value of the tioler specified by that
neighbor. For example, the value in theld column for neighbor 1.1.0.3 iBxample
2-3would jump to 180 (the defautbld timer on low-speed Frame Relay link) when
a hello packet is received from that neighbor.

Example 2-3. Show Command Used to Determine Hold Ti  me Specified by an EIGRP
Neighbor

Fred#show ip eigrp neighbor
IP-EIGRP neighbors for process 1

H Address Interface Hold Uptime  SRTT RTO Q Seq
(sec) (ms) Cnt Num
2 1103 Se0.2 126 18:02:06 20 5000 0 240
1 1.1.01 Se0.2 137 18:02:14 32 5000 0 197
0 1.0.0.2 Se0.1 12 18:02:27 25 5000 0 431

Reliable Transport Protocol

EIGRP reliable transport protocol (RTP) guarantessly, reliable, and efficient
exchange of routing data between EIGRP neighbang msechanisms encountered in
all transport protocols such as sequencing, ackeaigvhents and retransmission for
reliable delivery and flow control, and pacing &ficient and fair bandwidth usage.
A major difference between RTP and most of theratbiéable transport protocols is
its support for concurrent unicast and multicast$mission.

RTP uses two types of packets: unreliable packetsare used internally by RTP
(ack packet) or that don't have to be acknowledbetio packet), and reliable packets
carrying routing data that always have to be ackedged. Both types of packets can
be either unicast or multicast; the rules are petliinTable 2-7

Table 2-7, Unicast and Multicast EIGRP Packets
| Packet Type/Reliability | Unreliable | Reliable
\Unicast | ACK | Reply IPXSAP Response
}Multicast | Hello | UpdateQuerylPXSAP Flash Update IRRSGeneral Query

All reliable multicast packets can also be sentrasast packets. Multicast packets
are used whenever possible and EIGRP reverts macasi version of multicast
packets in the following circumstances:

+ When sending packets over transmission media tyya¢slo not support
hardware multicasting (for example, X.25, or FraRetay)

« When retransmitting a packet to a neighbor thahdidacknowledge the
packet in multicast timeout interval

You can discover which packet type is used ovartqular media by using either
debugging or show commands. In the debugging prisiyou can see whether the
EIGRP data packet was sent to the interface asoéewan to a particular neighbor.
For example, on router Fred, the Ethernet interfacapable of hardware
multicasting, whereas the serial Frame Relay iaterfuses unicast packets. The
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difference between these interfaces can be sdaée ilebugging outputs Example
2-4,

Example 2-4. Unicast Versus Multicast Debugging Out  puts

Fred#debug eigrp packet update query reply

EIGRP: Enqueuing QUERY on Serial0.2 iidbQ un/rely O /1 serno 38-38
EIGRP: Enqueuing QUERY on EthernetO iidbQ un/rely O /1 serno 38-38
EIGRP: Enqueuing QUERY on Serial0.2 nbr 1.1.0.1 iid bQ un/rely 0/0
peerQ un/rely 0/0 serno 38-38

EIGRP: Enqueuing QUERY on Serial0.2 nbr 1.1.0.3 iid bQ un/rely 0/0

peerQ un/rely 0/0 serno 38-38
EIGRP: Sending QUERY on Ethernet0

AS 1, Flags 0x0, Seq 53/0 idbQ 0/0 iidbQ un/rely 0/0 serno 38-38
EIGRP: Sending QUERY on Serial0.2 nbr 1.1.0.1
AS 1, Flags 0x0, Seq 52/241 idbQ 0/0 iidbQ un/rel y 0/0 peerQ

un/rely 0/1 serno 38-38
EIGRP: Sending QUERY on Serial0.2 nbr 1.1.0.3

AS 1, Flags 0x0, Seq 52/271 idbQ 0/0 iidbQ un/rel y 0/0 peerQ
un/rely 0/1 serno 38-38

In the multicast mode of operation, the packenigueued and sent to an interface
(Ethernet 0 in our example). In the unicast mole packet is enqueued to an
interface, further enqueued for each individuaghbopr reachable over that interface,
and finally sent to each individual neighbor asacast packet.

You can also use thshow ip eigrp interfacecommand to find out whether multicast
EIGRP packets are used over an interface. The yabueok for are th&n/reliable
mcasts values. If these values are all zero, the intertdmes not support hardware
multicasting, and EIGRP RTP uses strictly unicastkets; if the values are nonzero,
the multicast mode is used whenever possible. ¥ample, the router that generated
the printout inExample 2-5used multicast only on the Ethernet interface @setl
exclusively unicast packets over the serial intafa

Example 2-5. show ip eigrp interfaces detail Printout

Fred#show ip eigrp interfaces detail
IP-EIGRP interfaces for process 1

Xmit Queue Mean Pacing Time Multicast
Interface Peers Un/Reliable SRTT Un/Rel iable Flow
Timer
Se0.1 0 0/0 0 666/2 5333 36037

Next xmit serial <none>
Un/reliable mcasts: 0/0 Un/reliable ucasts: 20/24

Mcast exceptions: 0 CR packets: 0 ACKs suppressed 01
Retransmissions sent: 1 Out-of-sequence rcvd: 0
Se0.2 2 0/0 124 250/9 500 19604

Next xmit serial <none>
Un/reliable mcasts: 0/0 Un/reliable ucasts: 13/41
Mcast exceptions: 0 CR packets: 0 ACKs suppressed 14
Retransmissions sent: 16 Out-of-sequence rcvd: 6

Et0 1 0/0 21 01 0 88
Next xmit serial <none>
Un/reliable mcasts: 0/14 Un/reliable ucasts: 10/3
Mcast exceptions: 1 CR packets: 1 ACKs suppressed 01
Retransmissions sent: 1 Out-of-sequence rcvd: 0

Sequence Numbers and Acknowledgments
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Each reliable transport protocol must employ soar@éawnt of sequencing and
sequence numbers to detect lost packets, retragsismss and reordered packets.
Several widely known sequencing techniques exist:

« Sequencing every application session (for exaniilé))

« Sequencing node-to-node traffic (for example, LLAEX.25)

« Using byte count as a sequence number (TCP) oepaokint as a sequence
number (LLC2 and X.25)

None of these methods can be used for EIGRP betdaegeon't work in mixed
unicast/multicast operation. To implement mixedcast/multicast transport protocol,
you can use one of two approaches:

« Use different sequence numbers for unicast pepe&r-flows and multicast
peer-to-interface flows.

« Use the same sequence numbers for all packetacbept that the sequence
numbers received by the peer are nonsequential.

EIGRP's designers decided to use the second appieKeRP sequence numbers
could have been generated on a per-interface enopéing process basis, but the
second option was chosen. Every time an EIGRPrgyiiocess generates a new data
packet, the packet carries the next higher sequamntder. These data packets are, in
generic conditions, destined for different neiglsb@&ach neighbor therefore sees a
nonsequential stream of packets arriving from drth@® source routers, making
traditional windowing and retransmission algorithunseless. The only possible
solution to this dilemma is to use a window sizd péach packet received by a router
has to be individually acknowledged. The EIGRP gpamt protocol uses a stop-and-
wait (or ping-pong) mode of operation, which migktay network convergence in
some scenarios, but ensures conservative bandusdtie due to round-trip delays.
Each individual data packet is normally acknowletiigg an ACK packet carrying the
same seqguence number, but it could also be ackdgedeby another unicast data
packet traveling in the opposite direction (piggyked ACK). The return data packet
is most often a reply packet sent as a resporaetery packet, but the piggyback
acknowledgment can happen at any time there iscastrdata packet enqueued to
travel in the opposite direction. To enable botknaevledgment modes, each EIGRP
packet carries two fields (sequence number andoadkagment number) that have
the values specified ihable 2-8

Table 2-8, Values in Sequence Number and ACK Number Fields in Various EIGRP Packets

} Condition 'Sequence Numbe| ACK Number

Data packets before the first packet is rece@drent sequence |0

from remote neighbor number

Data packets after the first packet is receivé@urrent sequence |Last sequence number receivec

from remote neighbor number from the neighbor

ACK packet 0 Last sequence number received
from the neighbor

}hello packet | 0 | 0

The normal RTP operation (no packet loss) in bafiieit-ACK and piggyback-
ACK scenarios is shown iRigure 2-9

Figure 2-9. Simple RTP Sequencing and Acknowledging
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Router A Router B

| Update Semt=123 ACK#=0 | ———»

of ——— ACK Seqg#t=0 ACK#=123

<—| Update Secit=056 ACKE=123

ACK Secpt=0 ACK#=2ERG

I
| Cuery Secg=127 ACKE=056 |—>

o FReply Sec@t=080 ACK#=127

| ACK Secpt=b ACK#=259 —>

In Figure 2-9 router A sent the first update packet withoueneing a previous
packet from router B; the ACK number field was #fere 0. The update packet was
acknowledged because router B had nothing to sermlter A at that time. Some
time later, router B sent another update packdt itstown sequence number. The
ACK field in this packet carries the last sequengmber received from router A.
Router A acknowledges the update package. As seenthe first part of the
diagram, every data packet re-acknowledges thel¢datpacket received from the
remote router. These continuous acknowledgmentsegnRTP recover from lost
ACK packets on lossy links with constant EIGRPficaf

Later on, router A sends a query packet, whicmimediately replied to with a reply
packet. The reply packet can also serve as a pagffyécknowledgment; no ACK
packet from router B is needed. Router A must seseparate ACK packet because
no more traffic is going from Router A to Router B.

The detailed sequencing operation of EIGRP RTPatembe seen in the debugging

outputs inExample 2-6

Example 2-6. EIGRP RTP Debugging

Fred#debug eigrp packet update query reply ack
Fred#debug ip eigrp neighbor 1 1.0.0.2
Fred#
EIGRP: Received QUERY on Serial0.1 nbr 1.0.0.2
AS 1, Flags 0x0, Seq 544/132 idbQ 0/0 iidbQ un/re ly 0/0 ...
EIGRP: Enqueuing ACK on Serial0.1 nbr 1.0.0.2
Ack seq 544 iidbQ un/rely 0/0 peerQ un/rely 1/0
EIGRP: Sending ACK on Serial0.1 nbr 1.0.0.2

AS 1, Flags 0x0, Seq 0/544 idbQ 1/0 iidbQ un/rely 0/0 ...
EIGRP: Enqueuing REPLY on Serial0.1 nbr 1.0.0.2 iid bQ un/rely 0/1 ...
EIGRP: Sending REPLY on Serial0.1 nbr 1.0.0.2
AS 1, Flags 0x0, Seq 134/544 idbQ 0/0 iidbQ un/re ly 0/0 ...
EIGRP: Received ACK on Serial0.1 nbr 1.0.0.2
AS 1, Flags 0x0, Seq 0/134 idbQ 0/0 iidbQ un/rely 0/0 ...
EIGRP: Enqueuing QUERY on Serial0.1 nbr 1.0.0.2 iid bQ un/rely 0/...
EIGRP: Sending QUERY on Serial0.1 nbr 1.0.0.2
AS 1, Flags 0x0, Seq 136/544 idbQ 0/0 iidbQ un/re ly 0/0 ...
You can see the SEQ number and ACK number fieldsarEIGRP data packet in the
"Seq . .." part of the packet printout. The finsinber is the packet sequence number;

the second number is the acknowledgment numbeseés from the debugging
output, EIGRP packets only get a sequence numben Wiey are sent; the lines
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displaying packets being enqueued into a particatarface or neighbor queue carry
no sequence or acknowledgment number. The onlypéreoebeing the ACK packet
which has no sequence number and the acknowledgraentier is put into the
packet at the moment it's enqueued.

Retransmissions and Retransmission Timers

The sequence number and acknowledgment numbes fialdied in EIGRP packets
enable RTP to recover from various packet loss itiond. The easiest case where the
original packet is lost is handled by retransmittine packet as long as it's not
acknowledged (seégure 2-10).

Figure 2-10. RTP Recovery after Packet Loss

I-vg.'.';_ |_ﬂ‘¢ﬁ
Router 4, Fouter B

Updlate Seqi=123 ACK#=0 [—— X

Fetranamizzion timeout

| Updlate Seqit=123 ACK#=0 [———»

w—— ACK Seqit=0 ACK#=123

If the acknowledgment is lost, the sending rouger'tadetect this condition and
handles the exception as though the original paskest—by retransmitting the
original packet. The receiving router can deteqidate packets because it always
stores the last sequence number received fromresaghbor. It discards the duplicate
and acknowledges the data packet (Sgare 2-1).

Figure 2-11. RTP Recovery after Acknowledgment Loss

Router A, Router B
| Update Seqi=123 ACK#=0 |———» X
X € ACK Sequ=n ACK#=123

Retranamizsicn timecut

| Update Seqit=123 ACK#=0 [——»

———— ACK Seqit=0 ACK#=123

Crucial to the efficient and optimal operation @égy transport protocol is the choice
of the retransmission timeout. If the retransmisgimeout is too short, the transport
protocol does not use bandwidth effectively becaugenerates too many
unnecessary retransmissions. If the timeout iddog, the throughput drops rapidly
as soon as any errors or drops are encountereghsilme continuous, efficient
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operation, every transport protocol constantly sigjthe retransmission timeouts to
match changing network conditions and variationgaar responsiveness.
EIGRP RTP measuréund Trip Time (RTT) on every packet exchange. RTT is
defined as the interval between the packet being®eer an interface and the
acknowledgment for that packet being received feoneighbor. After each RTT
measurement, RTP computeSnaoothed Round Trip Time (SRTT) for every neighbor
using the formula ifcquation 2-1the SRTT of each interface is computed as well;
it's the average SRTT of all neighbors reachabér that interface.
Equation 2-1

SRTT o = SRTT 5y x 0.8 + RTT 2 0.2

In Equation 2-2, the initial retransmission timeout (RTQ) is defined as below.

In Equation 2-2the initial retransmission timeout (RTO) is defihas below.
Equation 2-2

RTOpm = 6 X max (SRTT, Pacinglnterval)

ThePacing Interval of an interface (defined in more detailRart 11 of this book) is
also used in the RTO calculationkiguation 2-20 prevent retransmission timeout
from expiring while the packet is still being stuckthe EIGRP output queue.
RTO is increased by 50 percent after each retrassom, as shown iEquation 2-3
Equation 2-3

RTOp,, = RTO gy %

New

The retransmission timeout cannot be smaller than 200 msec or larger than 5 seconds
(sce Equation 2-4).

The retransmission timeout cannot be smaller tithr@sec or larger than 5 seconds
(seeEquation 2-3.

Equation 2-4

RO, = min(3000, max (200, RTO:,,ea))

RTP does not retry indefinitely; if the packet is not acknowledged after 16 retries and the
tme spent retrying this packet 15 longer than the neighbor hold tmern, the neighbor s
declared dead.

RTP does not retry indefinitely; if the packet &t acknowledged after 16 retriasd
the time spent retrying this packet is longer ttreneighbor hold timer, the neighbor
is declared dead.

You can display the SRTT time, the interface SRiiet, and current RTO values
with the various show commands, for example, vhtthshow ip eigrp neighbors
command as seen ikxample 2-7

Example 2-7. Per-Neighbor SRTT and RTO Values

Fred#show ip eigrp neighbors
IP-EIGRP neighbors for process 1

H  Address Interface  Hold Uptime SR TT RTO Q Seq
(sec) (ms) Cnt Num
0O 1.0.0.2 Se0.1 10 00:00:13 20 756 0 547
2 1.1.03 Se0.2 170 05:25:26 24 1140 0 318
1 1101 Se0.2 170 05:25:32 50 1140 0 272
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NOTE

The previous example also illustrates the inteoactietween SRTT and the

interface pacing timer. The RTO value for all ndagts is larger than six times

SRTT due to the large interface pacing timers diggdl inExample 2-9
Theshow ip eigrp neighborscommand displays current SRTT and RTO values. The
RTO value is the initial RTO value if there is nacget currently being sent to that
neighbor or the actual RTO value if RTP is curngengtransmitting a packet toward
that neighbor.
The number of retransmissions done for each nergtdoobe inspected usisgow
ip eigrp neighbor detail command. (A sample printout appear&ixample 2-9

Example 2-8. Detailed Printout of Per-Neighbor Retr  ies and Retransmissions

Fred#show ip eigrp neighbors detail
IP-EIGRP neighbors for process 1

H  Address Interface Hold Uptime SRTT RTO Q
Seq
(sec) (ms) Cnt
Num
2 1.1.03 Se0.2 173 00:00:06 0 45001 O
Last startup serial 142
Version 11.3/1.0, Retrans: 2, Retries: 2, Wai ting for Init,
Waiting for Init Ack
UPDATE seq 186 ser 15-142 Sent 6968 Init Seq uenced
1 1101 Se0.2 166 00:08:38 42 1140 0
303
Version 11.3/1.0, Retrans: 7, Retries: 0
0 1.0.0.2 Se0.1 14 00:09:48 49 3036 0
576

Version 11.3/1.0, Retrans: 2, Retries: 0
This show command displays the total number oarstmissions done for each
neighbor (theRetrans. value) as well as the current retry count (@egies. value) for
the packet currently being sent. The packet beatrgmsmitted is also displayed and
is indicated by the keyworgent.
Theshow ip eigrp interfacecommand displays the average SRTT for each iterfa
(theMean SRTT value). Se€&xample 2-%or a sample printout.

Example 2-9. Interface Average SRTT Values

Fred#show ip eigrp interface
IP-EIGRP interfaces for process 1

Xmit Queue Mean Pacing Time Multicast
Pending
Interface Peers Un/Reliable SRTT Un/Reliable Flow Timer
Routes
Se0.1 1 0/0 20 3/126 126
0
Se0.2 2 0/0 37 5/190 528
0
Sel 0 0/0 0 10/10 0
0
EtO 0 0/0 0 0/10 164
0

Current RTO value is also displayed in all debuggntputs when the router is
retransmitting packet&xample 2-10llustrates such a retransmission sequence.
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Example 2-10. Retry Counters and RTO Values in Debu  gging Printouts

Fred#debug eigrp packet update query reply ack

EIGRP: Sending UPDATE on Serial0.2 nbr 1.1.0.1

AS 1, Flags 0x1, Seq 178/0 idbQ 1/0 iidbQ un/rely 0/0 ...

EIGRP: Sending UPDATE on Serial0.2 nbr 1.1.0.1, ret ry 1, RTO 3000
AS 1, Flags 0x1, Seq 178/0 idbQ 0/0 iidbQ un/rely 0/0 ...

EIGRP: Sending UPDATE on Serial0.2 nbr 1.1.0.1, ret ry 2, RTO 4500
AS 1, Flags 0x1, Seq 178/0 idbQ 0/0 iidbQ un/rely 0/0 ...

EIGRP: Sending UPDATE on Serial0.2 nbr 1.1.0.1, ret ry 3, RTO 5000
AS 1, Flags 0x1, Seq 178/0 idbQ 0/0 iidbQ un/rely 0/0 ...

Mixed Multicast/Unicast Operation

Multicast RTP sequencing and acknowledging is peréal in a very similar way to
unicast operation; the major significant differemcéhat the router sending the
multicast packet must track which neighbors shagkhowledge the packet and then
retransmit the packets that were not acknowledgaddividual neighbors as unicast
packets. Another difference between unicast andicast transmission is that the
multicast packets can never carry piggybacked agladgment; the ACK number
field is always zero (sel@gure 2-12.

Figure 2-12. Sample Multicast Transmission with Pro  per Acknowledgments

5

Reouter A
| Mcast Update Sect=123 ACK#=0 [——

. ":l..__

o ACK Secg=0 ACK#=123 | o
Bouter B
—_

| ACK Seqw=0 ACK#=123 | G -
Reuter
Jl-l:ﬁ J::I.‘_-

o ACK Sect=0 ACK#=123 | ﬂ‘
Rewter O

In Figure 2-12router A is transmitting a multicast update. Tipelate packet is
gueued internally to the transmission lists otlaée neighbors reachable over the
interface (router B to router D) and taken off eawtividual transmission list when
it's acknowledged by an individual router.

In the event that one of the routers misses théicast packet (or the ACK packet is
lost), the packet is re-sent as a unicast packetoonresponding router. These
retransmissions follow the usual unicast ruleexgsdained in the previous section

(seeFigure 2-13.

Figure 2-13. Multicast Transmission with Unicast Re  transmission
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Router A
——| Meast Update Seqt=123 ACK#=0  |——
A —— ACK Seqt=0 ACK#=123 IHJ-',“;
Router B
Fetranzmizzicn timeout (—' ACK Seqit=0 ACK#=123 | lﬂﬁ::'q;
Fouter C
% 4 ACK Serp=0 ACK#=123 r'?ﬂ;

¥ | Ucast Update Secit=123 AGK#=0 l—h- Fouter D

M ————— ACK Secpt=0 ACK#=123

In Figure 2-13the ACK packet from router D was lost. Routeregaived the ACK
packets from router B and router C and removediffeiate packet from their
transmission lists, but the update packet remaitisa transmission list of router D.
After the RTO timeout, the unicast retransmissimtpdure is started.

The multicast/unicast transmission model has onenpial drawback: A single
unresponsive router could stall the traffic betwakmeighbors on a broadcast-
capable subnet. To prevent this situation, EIGR# gpecial mechanisms (multicast
flow control and conditional receive) to allow tlesponsive neighbors to continue
receiving multicast packets while the unicast \@rsiof the same packets are
independently delivered to the unresponsive neighiWhen the unresponsive
neighbors eventually catch up with the rest ofrthders (for example, when they
have acknowledged all outstanding packets), they&sume receiving multicast
traffic.

You can discover the number of times EIGRP handgtessponsive neighbors in a
special manner by using teaow ip eigrp interface detailcommand. For example,
look at the Ethernet O valueshixample 2-11

Example 2-11. Using show ip eigrp interface detail Command to Multicast Exceptions

Fred#show ip eigrp interface detail
IP-EIGRP interfaces for process 1
Xmit Queue Mean Pacing Ti me Multicast
Pending
Interface Peers Un/Reliable SRTT Un/Reliab le Flow Timer
Routes
Se0.1 1 0/0 0 13/506 1370
0
Next xmit serial <none>
Un/reliable mcasts: 0/0 Un/reliable ucasts: 90/12 6
Mcast exceptions: 0 CR packets: 0 ACKs suppressed 12
Retransmissions sent: 14 Out-of-sequence rcvd: 48
Se0.2 2 0/0 115 5/190 676
0
Next xmit serial <none>
Un/reliable mcasts: 0/0 Un/reliable ucasts: 135/2 50
Mcast exceptions: 0 CR packets: 0 ACKs suppressed : 8
Retransmissions sent: 59 Out-of-sequence rcvd: 11
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Et0 2 0/0 440 0/10 1952
0
Next xmit serial <none>
Un/reliable mcasts: 0/46 Un/reliable ucasts: 44/2 8
Mcast exceptions: 6 CR packets: 6 ACKs suppressed :5
Retransmissions sent: 13 Out-of-sequence rcvd: 5

The Mcast exceptions value is the number of tim&RP processed some of the
neighbors in an exceptional way. The CR packetseves the number of Conditional
Receive packets the EIGRP process had to sendlwerterface to prepare the
neighbors for split multicast/unicast reception od

EIGRP Neighbors

The section "Hello Protocol” in this chapter dissesthe EIGRP hello protocol and
the way it's used to find new neighbors and deteisting neighbor failures. This
section focuses more on the neighbor table it8&fconcept of adjacency, and the
actions taken when the adjacency is establishéaroidown. The role of the
neighbor table in overall EIGRP operation is highted inFigure 2-14

Figure 2-14. Position of EIGRP Neighbor Table in Ov  erall EIGRP Structure
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protocols
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We use two tools to illustrate the actions takefeblyRP: adjacency debugging and
neighbor logging, which you enable by using the g@nds inTable 2-9

Table 2-9, Enabling EIGRP Neighbor Debugging and Logging

} Task | Command

}Debug EIGRP neighbor events |debug eigrp neighbor

Log adjacency establishments and losses router eigrp <as> eigrp log-neighbor-
changes

Log adjacency establishments and losses for EIGRP/lipx router eigrp <as> log-neighbor-
changes

Log adjacency establishments and losses for appletalk eigrp log-neighbor-changes

EIGRP/AppleTalk

Use of EIGRP neighbor logging is strongly recomneghldecause it provides an
extremely usable EIGRP troubleshooting tool as al historical view of the
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EIGRP problems (assuming that the syslog messagdsgged somewhere, of
course).
NOTE
Logging to an internal buffer is also enabled ia tauter with théogging
buffered command. In EIGRP's case, the buffered logginplesahe neighbor
changes to get logged in the internal buffer inrtheer in addition to being logged
to the syslog server. If the neighbor that bourered was reported in the message
is used to reach the syslog server, the messagedlsasent to the syslog server
gets lost. Use theervice timestampscommand to enable the logging timestamps
to track the timing of the neighbor changes

Discovering New Neighbors

You can discover new neighbors by means of helbbogol. Every router sends its
own multicast hello messages over all interfacastkelong to the EIGRP process
and listens to multicast messages from other rewt@ming through the same set of
interfaces. As soon as a hello message from aquslyi unknown neighbor is
received, EIGRP tries to establish full adjacenawhat neighbor and starts an
initial topology table exchange.

The hello protocol in EIGRP is extremely optimisiiben compared to other similar
hello protocols. It does not verify a two-way adjacy like OSPF does, which can
lead to interesting problems in some WAN netwofks ¢xample, X.25).

Example 2-1displays a sample sequence observed when a nghbioeiis
discovered.

Example 2-12. New Neighbor Discovery

Fred#debug eigrp packet hello
EIGRP Packets debugging is on
(HELLO)
Fred#debug eigrp neighbors
EIGRP Neighbors debugging is on
Fred#debug ip eigrp neighbor 1 1.0.0.2
IP Neighbor target enabled on AS 1 for 1.0.0.2
IP-EIGRP Neighbor Target Events debugging is on
Fred#

EIGRP: Received HELLO on Serial0.1 nbr 1.0.0.2
AS 1, Flags 0x0, Seq 0/0 idbQ 0/0
EIGRP: New peer 1.0.0.2
%DUAL-5-NBRCHANGE: IP-EIGRP 1: Neighbor 1.0.0.2 (Se rial0.1) is up:
new adjacency

Initial Topology Table Exchange

An EIGRP router tries to exchange its topologyeéahkith the new neighbor as soon
as it's discovered. The initial topology table extuye is signaled by the INIT flag in
the first update packet sent to the new neighbowever, the neighbor might not be
ready for the topology table exchange yet (for edanpmaybe it hasn't received the
hello message from this router yet), which migltl¢o interesting scenarios like the

one inFigure 2-15

Figure 2-15. Initial Database Exchange—Typical Scen  ario
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In the scenario dfigure 2-15the link between router A and router B has jestb
established (for example, a Frame Relay DLCI becactige). Router A received a
hello packet from a previously unknown neighbouter B) and immediately tried to
exchange a topology table by sending an updatespadth INIT flag set to 1. Router
B, however, hasn't heard from router A yet; frompgérspective, the packet is coming
from an unknown neighbor and is therefore immediateopped without further
processing. Router A retransmitted the initial upgaacket, but router B continued to
drop the retransmitted packets as long as it hasett the hello packet from router A.
At that moment router B tried to exchange the toggltable with router A, so it also
sent an update packet with INIT flag set to 1. Ro#t recognized router B as a valid
neighbor; the initial update packet was processeidaaknowledged in the yet again
retransmitted initial update packet from routerTAe rest of the update packets are
exchanged with piggybacked acknowledgments bedhayenere already enqueued
in the neighbor's transmission list (see the secti®equence Numbers and
Acknowledgments," in this chapter for details). Tagt update packet in the database
exchange is finally acknowledged with an ACK padketause there are no more
enqueued data packets that could carry the piggydemowledgment.

The same sequence, when observed on the routethsittebugging turned on,

would look similar to the printout iExample 2-13

Example 2-13. Initial Database Exchange as Observed  on a Router

Fred#debug eigrp packet hello update query reply
EIGRP Packets debugging is on
(UPDATE, QUERY, REPLY, ACK)

Fred#

EIGRP: New peer 1.0.0.2

%DUAL-5-NBRCHANGE: IP-EIGRP 1: Neighbor 1.0.0.2 (Se rial0.1) is up:
new adjacency

EIGRP: Enqueuing UPDATE on Serial0.1 nbr 1.0.0.2 i dbQ un/rely 0/1

peerQ un/rely 0/0 serno 2-30
EIGRP: Sending UPDATE on Serial0.1 nbr 1.0.0.2
AS 1, Flags 0x1, Seq 39/0 idbQ 0/0 iidbQ un/rely 0/0 peerQ ...
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EIGRP: Sending UPDATE on Serial0.1 nbr 1.0.0.2, ret ry 1, RTO 3000

AS 1, Flags 0x1, Seq 39/0 idbQ 0/0 iidbQ un/rely 0/0 peerQ ...
EIGRP: Received UPDATE on Serial0.1 nbr 1.0.0.2

AS 1, Flags 0x1, Seq 54/0 idbQ 0/0 iidbQ un/rely 0/0 peerQ ...
EIGRP: Sending UPDATE on Serial0.1 nbr 1.0.0.2, ret ry 2, RTO 4500

AS 1, Flags 0x1, Seq 39/54 idbQ 0/0 iidbQ un/rely 0/0 peerQ ...
EIGRP: Received ACK on Serial0.1 nbr 1.0.0.2

AS 1, Flags 0x0, Seq 0/39 idbQ 0/0 iidbQ un/rely 0/0 peerQ un/rely
0/1

Adjacency Resets—Causes and Consequences

In the section, "Hello Protocol," in this chaptgou saw one of the most frequently
encountered reasons for adjacency resets: Thebwighdeclared dead when the
hold timer expires without receiving any hello paitskfrom the neighbor. In this
section, the other reasons for adjacency resetdeseribed along with the way
EIGRP recovers from software- or operator-induesets. Whatever the reason for
the adjacency reset, whether it is a reset trighbyean external event, an operator
requested reset, or an |I0S-generated reset, thiksrase always the same:

« The neighbor (or several neighbors) is removed fileeneighbor table and
EIGRP loses all information about that neighbor.

« Alinkdown() event is generated for the neighbor (see thesgcDual
Behavior on Route Loss," i@hapter Ifor details). All the routes received
from the neighbor are removed from the topologyetand either local or
diffused computation is started for all those reutdnere the now-dead
neighbor was the successor.

The most obvious reasons an adjacency would beasséhe following ones listed in
Table 2-10

Table 2-10, Various Reasons to Reset EIGRP Adjacency

Action Effects on EIGRP Adjacencies

No packets are received from the neighbor Neighbor is declared dead (see the section "Hello
within hold timer. Protocol").

A single reliable packet is retransmitted at Id@dstghbor is declared dead (see the section
16 times and for a period larger than btiokd  |"Retransmissions and Retransmission Timers" for
timer. additional details).

The interface goes down (line down or line |All neighbors reachable over that interface are
protocol down). declared dead.

The interface is shut down by an operation |Same as the previous entry.
action.

A network is removed from EIGRP process All neigibbelonging to that network are declared
dead.

The network operator can clear the EIGRP adjacenaynumber of different ways.
SeeTable 2-11for corresponding privileged-mode commands.
Table 2-11, Commands Used to Clear EIGRP Neighbors

To Clear Adjacency with.... ...Use the Following Exec @mmand
A single IP neighbor clear ip eigrp neighbor <ip-address>
A single IPX neighbor clear ipx eigrp neighbor <ipx-address>
A single AppleTalk neighbor clear appletalk eigrp neighbor<at-address>
All IP neighbors reachable over one interface clear ip eigrp neighbor <interface>
All IPX neighbors reachable over one interface clear ipx eigrp neighbor <interface>
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}AII AppleTalk neighbors reachable over one inteefa|c|ear apple eigrp neighbor<interface>
}AII IP neighbors of all EIGRP processes |c|ear ip eigrp neighbor

All IPX neighbors of all EIGRP processes clear ipx eigrp neighbor

}AII AppleTalk neighbors |c|ear apple eigrp neighbor

These commands would normally be used to recower foftware errors (for
example, inconsistencies in topology tables) amaishnot be used during normal
network operation.
The last set of actions that can cause EIGRP atjgcesets are 10S-generated resets
that follow changes in router configuration. Evénge a network operator changes
router configuration in a way that might influertbe EIGRP topology table on the
router itself or on its neighbors, the adjacencjhuwhese neighbors is reset to force a
topology table purge and a full topology table exwie under new configuration
parameters. An EIGRP adjacency reset following eactiiguration change that
affects EIGRP process might be considered ovedikila brute-force approach) but
unfortunately that's the way EIGRP handles configan changes.

TIP

Because adjacency resets following a configuratltange are a fact of life,

network operators should follow a few rules to mdiesr network more stable:

« Make EIGRP-related changes only during maintengeceds of your
network. Any router configuration change that inkéd to EIGRP operation
might bring your network down for 5-60 seconds @&fejing on the hello
timer values) because the EIGRP neighbors onlyabkksh adjacency after
the hello packets are received by both routers.

« Any EIGRP-related changes cause a massive fluriyoad and diffusing
computations following the route loss caused bpeslcy resets
throughout your network, more so if the changesdares on the core
routers with many neighbors. It's therefore strgraglvisable to plan
enough time for the network to recover from a poémeltdown situation
within the maintenance period.

- All EIGRP-related changes on the core routers shbaldone in a batch to
prevent repetitive adjacency resets. The best wapply these changes is
to store them in a file and download them to theéeousing any of the
mechanisms available for configuration download é@ample, TFTP,
RSH, and so on).

The various configuration changes that can trig&RP adjacency resets are
documented ifable 2-12
NOTE
MTU change no longer causes neighbor reset. Thaviomhwas fixed by
CSCdj90106 in IOS 11.3(6) and 12.0(1).
Table 2-12, Configuration Changes That Can Cause EIGRP Adjacency Resets
\ Configuration Change | Effect on EIGRP Adjacency

Change in interface bandwidth, delay, or MTU size Il néighbors reachable over that
interface are reset

}EIGRP split horizon is configured on the interface |
[EIGRP summarization is configured on the interface |
MP, IPX, or AppleTalk address of the interfaceharnged |
Mnterface is configured gmassive-interface |
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Per-interfacalistribute-list in or distribute- list out is
configured or removed

IACL referenced in per-interfaatistribute-list is changed |

Autosummary is configured or removed All adjaces@éthe EIGRP process
are reset

'metric maximum-hop is configured |

Per-procesdistribute-list in or distribute-list out is
configured

/ACL referenced in per-procedsstribute-list is changed |
Whenever the EIGRP adjacency is reset, the neigebwt informed that it has been
deleted from the EIGRP neighbor table. The neiglomdy discovers that something
unexpected has happened when it receives thd togalogy table exchange packet
(update packet with INIT flag set to 1). The reawtio the fact that the adjacency has
been reset is rather unexpected; the neighbotribatto reestablish the adjacency is
declared dead by the other side. A typical scenamshown inFigure 2-16

Figure 2-16. Recovery from Operator-Initiated or IO S-Triggered Adjacency Reset
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Either the network operator or 10S itself triggethd adjacency reset on router A
resulting in router B silently being removed frone neighbor table. Router B was
not informed that it has been removed from routern®ighbor table, so it continues
receiving hello packets from router A believingttegerything is normal. Router A
might continue receiving data packets from routeb it ignores them because they
are coming from an unknown neighbor. The situasibthis point is a stalemate.
Router A ignores router B, and router B does nawkthat anything exceptional
happened.

When router A receives the first hello packet fnaater B, it discovers a new
neighbor and tries exchanging the topology tabté wiby sending an update packet
with the INIT flag set to 1. Router B, upon receyithis packet, finally discovers that
the adjacency was reset on router A and declatgsrrd dead. Your first impression
might be that this is not a very smart action beeatiprolongs the recovery process,
but router B does not know whether router A relsetadjacency or experienced a
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reload. From router B's perspective, it's safetecdare router A dead and wait for the
first hello packet to verify Router A's EIGRP canfration. The stalemate situation
has now turned around; router B ignores router A.

Finally, the hello timer on router A triggers aneitlinello packet that's received by
router B. Router B discovers a new neighbor, staitisl database exchange, and the
update packets start flowing between the neigh@gefer to the section, "Initial
Topology Table Exchange," earlier in this chapteradditional details).

The unfortunate side effect of the way EIGRP handbéeovery from adjacency resets
is the long recovery time, which could be in thest@ase twice the hello interval (or
up to 2 minutes on a low-speed Frame Relay cororectlhis is yet another reason
to approach router configuration changes that nmggult in EIGRP adjacency resets
with extreme care.

Monitoring EIGRP Neighbors

IOS gives you a rich set showcommands that provide good insight into the EIGRP
neighbor table, as well as a real-time logging rme@m that can alert you via a
syslog mechanism or provide a historical view d6RP-related events in the
network. Such a history can prove extremely berafwehen you are trying to
reconstruct the potential reasons for EIGRP-relptedlems during a troubleshooting
session.

The twoshow commands display the summary of the neighbor alataore detailed
information and the information can be requestethbyEIGRP AS number, by the
interface over which the neighbor is reachabldyaih. Table 2-13documents all the
various command options:

Table 2-13, 10S Show Commands Used to Display the EIGRP Neighbor Table
} To Display... | .... Use the Following Command
}Summary information on all neighbors |show ip eigrp neighbor
}Detailed information on all neighbors |show ip eigrp neighbor detail
Summary information on neighbors belonging to ol 8FP  |show ip eigrp neighbor [<as>]
process and/or reachable over one interface [<interface>]
Detailed information on neighbors belonging to &&RP show ip eigrp neighbor detalil
process and/or reachable over one interface [<as>][<interface>]

To get information on IPX or AppleTalk EIGRP neiginb, replace thg keyword in
Table 2-13with ipxor appletalk.

The information displayed by tiehow ip eigrp neighborcommand is explained in
Figure 2-17 and the additional information displayed by shew ip eigrp neighbor
detail command is explained Figure 2-18

Figure 2-17. Information Displayed by the  show ip eigrp neighbor Command

68



Intemal 10 neighborindex

Meighbor IP jor IPXApplaTalk) address |

Intertce an which the neighbor is reachable |

Last Sequenied o inad
Frad#zhow ipAaigrp nejghbar
| P- rpocess 1
H Hold Uptime  SRTT  RTD @ Seq
l=acs] ns) ot Mum
4 11.03 Senz 1301: 16:24 40 1140 u} L
3 1.1.01 Senz 149 07; 16:24 24 1140 u} =l
= 1202 EtD 14 01:17:15 14 200 u} 11
1 1002 Sed 1001:17:58 .S I N 2] u} 25
u] 12032 EtD 14 01:17:59 =€} 200 u} =r

| Femaining holdtime }—/
| Meighbor uptime
| cumenm SRTT and RTO values
| Murnbar of packets engueuad on trRnsmission list

Figure 2-18. Additional Information Displayed by th e show ip eigrp neighbor detail
Command
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You configure the second troubleshooting tool, hibay event logging, using the

commands fronTable 2-14
Table 2-14, Commands Used to Configure Neighbor Event Logging

} To Enable... | ...Use the Following Command
MP neighbor event logging |router eigrp <as> eigrp log-neighbor-changes
MPX neighbor event logging |ipx router eigrp <as> log-neighbor-changes

}AppIeTaIk neighbor event logging |app|eta|k eigrp log-neighbor-changes
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The neighbor event logging facility logs all EIGREighbor-related changes using
standard 10S logging mechanisms with the sevesitglwarning. Sample event
logging printouts as related to various eventh@EIGRP network are shown in
Examples 2-14 to 2-18. The operator-requested ediggcreset is shown ixample
2-14

Example 2-14. Adjacency with Wilma Is Cleared and R eestablished on Fred

Fred#clear ip ei nei 1.2.0.2

Fred#
%DUAL-5-NBRCHANGE: IP-EIGRP 1: Neighbor 1.2.0.2 (Et hernet0) is down:
manually
cleared
%DUAL-5-NBRCHANGE: IP-EIGRP 1: Neighbor 1.2.0.2 (Et hernet0) is up:

new adjacency

When the EIGRP-related configuration parameterslaaged, all neighbors
reachable over the affected interface are decldwead (refer also to the section titled
"Adjacency Resets—Causes and Consequences" eéailes chapter for details) as

seen inExample 2-15

Example 2-15. EIGRP-Related Interface Configuration = Parameters Are Changed

Fred#conf t
Enter configuration commands, one per line. End wit h CNTL/Z.
Fred(config)#interface ethernet 0
Fred(config-if)#delay 20
Fred(config-if)#
%DUAL-5-NBRCHANGE: IP-EIGRP 1: Neighbor 1.2.0.2 (Et hernet0) is down:
interface delay

changed
%DUAL-5-NBRCHANGE: IP-EIGRP 1: Neighbor 1.2.0.3 (Et hernet0) is down:
interface delay

changed
%DUAL-5-NBRCHANGE: IP-EIGRP 1: Neighbor 1.2.0.3 (Et hernet0) is up:
new adjacency
%DUAL-5-NBRCHANGE: IP-EIGRP 1: Neighbor 1.2.0.2 (Et hernet0) is up:
new adjacency
Fred(config-if)#ip summary-address eigrp 1 10.0.0.0 255.255.0.0
Fred(config-if)#
%DUAL-5-NBRCHANGE: IP-EIGRP 1: Neighbor 1.2.0.2 (Et hernet0) is down:
summary

configured
%DUAL-5-NBRCHANGE: IP-EIGRP 1: Neighbor 1.2.0.3 (Et hernet0) is down:
summary

configured
%DUAL-5-NBRCHANGE: IP-EIGRP 1: Neighbor 1.2.0.3 (Et hernet0) is up:
new adjacency
%DUAL-5-NBRCHANGE: IP-EIGRP 1: Neighbor 1.2.0.2 (Et hernet0) is up:
new adjacency
Fred(config-if)# nZ

When the adjacency is reset on the adjacent rabeEIGRP router discovers that
the adjacency was restarted when it receives aate@cket with INIT flag setto 1
(see the section titled "Adjacency Resets—Causg<ansequences"” for details).
The corresponding log messages are display&dample 2-16

Example 2-16. EIGRP Log Messages on Neighbor Restar t
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Fred# wilma
Trying Wilma (1.0.0.1)...
Wilma# clear ip eigrp neighbor 1.2.0.1

Wilma#

%DUAL-5-NBRCHANGE: IP-EIGRP 1: Neighbor 1.2.0.2 (Et hernet0) is down:
peer restarted

%DUAL-5-NBRCHANGE: IP-EIGRP 1: Neighbor 1.2.0.2 (Et hernet0) is up:

new adjacency
Finally, when the neighbor fails (for example, do@perator-requested reload), the
hold timer expires as seenbixample 2-17

Example 2-17. EIGRP Message upon Neighbor Failure

Wilma#reload
Proceed with reload? [confirm]y
[Connection to wilma closed by foreign host]
Fred#
%DUAL-5-NBRCHANGE: IP-EIGRP 1: Neighbor 1.2.0.2 (Et hernetO) is down:
holding time

expired
Fred#term no mon
Unfortunately, the only time when EIGRP neighb@dmg doesn't give you all the
relevant information is when you would need it mastmely when you are trying to
troubleshoot the Stuck-in-Active (SIA) events. Bdgacency with a nonresponding
neighbor is cleared when the EIGRP router expeggan SIA event, but this fact is
not logged using the EIGRP neighbor logging medranthe only message logged is
the fact that a route was found to be stuck invaciThe only method left to you as
you try to troubleshoot the SIA event is to correldne SIA message with follow-on
new adjacency messages that might be caused by adjacency lweimgdwn
following the SIA event. For example, if you aredd with the sequence shown in
Example 2-18it's very probable that the nonresponding neighbave IP addresses
1.2.0.2,1.1.0.3,and 1.1.0.1.

NOTE

EIGRP neighbor loss due to interface going dowdu® to an SIA event is logged

after 10S 12.0(2).

Example 2-18. EIGRP Log Messages Following an SIAE vent

Fred#show ip eigrp topology active
IP-EIGRP Topology Table for process 1

Codes: P - Passive, A - Active, U - Update, Q - Que ry, R - Reply,
r - Reply status

A 1.3.0.3/32, 1 successors, FD is Inaccessible, QR

3 replies, active 00:01:18, query-origin: Local origin
via Connected (Infinity/Infinity), Loopbac k3
via 1.2.0.3 (Infinity/Infinity), EthernetO , serno 129
via 1.2.0.2 (Infinity/Infinity), r, Ethern et0, serno 126
via 1.1.0.1 (Infinity/Infinity), r, R, Ser ial0.2, serno
128
via 1.0.0.2 (Infinity/Infinity), Serial0.1 , serno 130

Remaining replies:
via 1.1.0.3, r, Serial0.2
Fred#
%DUAL-3-SIA: Route 1.3.0.3/32 stuck-in-active state in IP-EIGRP 1.
Cleaning up
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%DUAL-5-NBRCHANGE: IP-EIGRP 1: Neighbor 1.2.0.2 (Et hernet0) is up:
new adjacency

%DUAL-5-NBRCHANGE: IP-EIGRP 1: Neighbor 1.1.0.3 (Se rial0.2) is up:
new adjacency
%DUAL-5-NBRCHANGE: IP-EIGRP 1: Neighbor 1.1.0.1 (Se rial0.2) is up:

new adjacency

EIGRP Topology Table

The EIGRP topology table was mentioned throughmstdhapter because it's one of
the central elements of EIGRP. As seehinure 2-19the topology table is used by
DUAL process to store information received by th€EP neighbors as well as
information received from other routing protocdife route selection process that
selects optimum routes and inserts them in the mrarouting table also uses it.

Figure 2-19. EIGRP Topology Table and Its Relation  to Various EIGRP Processes
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This section focuses more on how you can explaetmtents of the topology table
and how you can use the information stored in htmitor or troubleshoot EIGRP.
But before going into the description of variaew commands, review the different
ways information can be inserted or removed froenttipology table:

Information can be inserted or updated in the togpkable when any of the
following occur:

« An update packet with a noninfinity delay is reeslv

« Areply packet with a noninfinity delay is received

« Arroute is redistributed from another routing piab

« Adirectly connected subnet that falls within orieh® networks configured in
the EIGRP process becomes active.

Information in the topology table can be updatad (ot inserted) when a query with

a noninfinity delay is received from a neighbomnddly, entries from a topology table
are deleted when any of the following occur:
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« Adirectly connected subnet becomes unreachabyjer(liaor layer 2 failure or
the interface is shut down by the operator).

- Anupdate, query, or reply packet is received witmite delay.

« Aredistributed route disappears from the sourcéimg process.

« A neighbor is found dead.

EIGRP Topology Table Contents
You can display the basic information about the BERGopology table with the

commands iTable 2-15
Table 2-15, Show Commands to Display Summary Information on the EIGRP Topology Table

| To Display... | ...Use This Command
}Summary information on all EIGRP topology tables |show ip eigrp topology summary
Summary information on the topology table of a BrisIGRP [show ip eigrp topology <as>
process summary

Routes that are used or could be potentially uséka topologyshow ip eigrp topology [<as>]
table

Summary information on all routes stored in the ERG show ip eigrp topology [<as>] all-
topology table links

To display IPX or AppleTalk topology tables, simpgplace thép keyword in the
commands imMable 2-15with ipx or appletalk. The optionakas>parameter cannot
be used with AppleTalk because EIGRP/AT does nopasrtt multiple processes
running in the router.

Theshow ip eigrp topology summarycommand produces a printout similar to the

one inExample 2-19

Example 2-19. The show ip eigrp topology summary Command

Fred#show ip eigrp topology summary

IP-EIGRP Topology Table for process 1

Head serial 1, next serial 156

9 routes, 0 pending replies, 0 dummies

IP-EIGRP enabled on 8 interfaces, neighbors present on 3 interfaces
Quiescent interfaces: Se0.2 Et0 Se0.1

Fred#

The most relevant information produced by ghewcommand is the number of
routes in the EIGRP topology table and tiegt serial field. The number of routes
stored in the EIGRP topology table directly affetts memory usage and
convergence speed. If the number of routes in &RIPItopology table is much
larger than the number of routes inserted from E?GRo the IP routing table, it
might indicate that your network is too highly medlor that the EIGRP split horizon
is turned off in the wrong place (s€&apter 13, "Running EIGRP over WAN
Networks,"for more details). Additional commands, suclslasw ip eigrp topology
all-linksmust be used to verify any one of these assumptions

The next serial field gives you information abdw humber of changes in the EIGRP
topology table; every time a change is introduced the topology table, the next
serial number is increased by one. By monitoring tlumber over time, you can
directly conclude how stable your network is.

Theshow ip eigrp topologycommand displays all the routes in the EIGRP togypl
table that are used or might be used in the fuforeexample, all routes received
from a successor or a feasible successor). Theoptigou see on the router is similar
to that inFigure 2-20
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Figure 2-20. The show ip eigrp topology Command
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Mumber of successors

For each route in the EIGRP topology table, altieatreceived from successors or
feasible successors are displayed. The entriesoated in the order of increasing
distance (the distance of the entry as seen fragwahter's perspective). The number
of successors displays after the network prefiti@@ remaining entries are feasible
successors), together with the feasibility distanfcéhe route. Each entry belonging to
a route carries the neighbor IP address, the rewdem distance, the neighbor's
reported distance, and the interface through wtiiemeighbor is reachable.

In contrast to thehow ip eigrp topologycommand, thehow ip eigrp topology all-
links command displays all entries in the topology tabt# just the entries received
from successors or feasible successors. For exaogrigare thehow ip eigrp
topology all-links printout inFigure 2-21with theshow ip eigrp topologyoutput

from the same router iRigure 2-20

Figure 2-21. The show ip eigrp topology all-links Printout

74



Fouter's own diztance

Frecitshew ip eiarp topelogy lHinks Feported distance

IP-ElIG AP Tepology Table forfprocess 1

Codes: P - Passive, A, - Aciive, U - Update, G - Cluery,
R - Reply, r - Rephf status

rl;— Feazibility distance

wia Connected fSerial 0.2

wig 1.2.0.2 (208171202061 2000), Ethernet 0

wia 1.0.0.2 (854382848/20837600), Serial 0.1
P1.0.01432 1 zucceszotz, FD iz 389120

wia 1.2.0.2 [359120/128256), Ethernet 0

viz 1.1.0.1 [BE397 32481 28256), Serial 0.2

wig 1.0.0.2 (863993548 409600, Serial 0.1
F1.0.0.382 1 auccezsors, FD iz 46359295
via 1/2.0.3 (46369296 4653641 7E), Ethernet 0
wia 1.1.0.3 [BE397 30481 282656), Serial 0.2
wvia . 1.0.1 (35451084 8463797 TE), Serial 0.2
wigfl.0.0.2 (85448524 8/46384176), Serial 0.1

Mumber of successors

The difference between the printouts can be obdarventries for routes 1.0.0.1/32
and 1.0.0.3/32. The second printout shows thah#y &r route 1.0.0.1/32 received
from neighbor 1.0.0.2, which is clearly not a fééessisuccessor because its reported
distance (409600) is greater than router's owrildgi#g distance (389120). A similar
entry for route 1.0.0.3/32 was received from neayhh1.0.1.

Internal EIGRP Routes

All the printouts from the previous section givauyanly the summary information
about the routes in the EIGRP topology table. Teodstails about a specific route (for
example, the vector metric), you have to use tmencandshow ip eigrp topology
[<as>] <ip-address> <subnet-mask>This command expands the information about
the specified route as observed inshew ip eigrp topology all-linkscommand to
include all EIGRP attributes of the route.

The detailed information about the route 1.0.0.1f8&h the example ifrigure 2-21

is displayed irExample 2-20

Example 2-20. The show ip eigrp topology <address> <mask> Printout for Internal
Routes

Fred#show ip eigrp topology 1.0.0.1 255.255.255.255
IP-EIGRP topology entry for 1.0.0.1/32

State is Passive, Query origin flag is 1, 1 Succe ssor(s), FD is
389120
Routing Descriptor Blocks:
1.2.0.2 (Ethernet0), from 1.2.0.2, Send flag is O x0
Composite metric is (389120/128256), Route is Internal

Vector metric:
Minimum bandwidth is 10000 Kbit
Total delay is 5200 microseconds
Reliability is 255/255
Load is 1/255
Minimum MTU is 1500
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Hop countis 1
1.1.0.1 (Serial0.2), from 1.1.0.1, Send flag is 0 x0
Composite metric is (853973248/128256), Route is Internal
Vector metric:
Minimum bandwidth is 3 Kbit
Total delay is 25000 microseconds
Reliability is 255/255
Load is 1/255
Minimum MTU is 1500
Hop countis 1
1.0.0.2 (Serial0.1), from 1.0.0.2, Send flag is 0 x0
Composite metric is (853998848/409600), Route is Internal
Vector metric:
Minimum bandwidth is 3 Kbit
Total delay is 26000 microseconds
Reliability is 255/255
Load is 1/255
Minimum MTU is 1500
Hop count is 2
Fred#
For every entry received from a neighbor, this c@nddisplays all the information
from theshow ip eigrp topology all-linkscommand. The additional information

displayed for every entry also includes the follogyi

+ EIGRP route type (internal or external)

« Both composite metrics—reported distance from #ighibor and router's
own distance

+ Detailed vector metric with all six vector compotgen

External Routes and Additional Route Attributes

The EIGRP topology table contains additional atti@s for routes that were
redistributed into EIGRP from other sources. Yon desplay all these attributes by
using theshow ip eigrp topology <address> <maskeommand. Two sample
printouts of an external route are showitkample 2-2JandExample 2-22The first
external route is a static route redistributed BIGRP; the second external route
comes from another EIGRP process.

Example 2-21. Static Route Redistributed into EIGRP

Fred#show ip eigrp topology 2.0.0.3 255.255.255.255
IP-EIGRP topology entry for 2.0.0.3/32

State is Passive, Query origin flag is 1, 1 Succe ssor(s), FD is
389120
Routing Descriptor Blocks:
1.2.0.3 (Ethernet0), from 1.2.0.3, Send flag is 0 x0
Composite metric is (389120/128256), Route is External

Vector metric:
Minimum bandwidth is 10000 Kbit
Total delay is 5200 microseconds
Reliability is 255/255
Load is 1/255
Minimum MTU is 1500
Hop countis 1
External data:
Originating router is 1.0.0.5
AS number of route is O
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External protocol is Static, external metri cisO
Administrator tag is 0 (0x00000000)

2-22. Route Redistributed into EIGRP from Another E  IGRP Process

Fred#show ip eigrp topology 2.0.0.1 255.255.255.255
IP-EIGRP topology entry for 2.0.0.1/32

State is Passive, Query origin flag is 1, 1 Succe ssor(s), FD is
414720
Routing Descriptor Blocks:
1.2.0.2 (Ethernet0), from 1.2.0.2, Send flag is 0 x0
Composite metric is (414720/409600), Route is External

Vector metric:
Minimum bandwidth is 10000 Kbit
Total delay is 6200 microseconds
Reliability is 255/255
Load is 1/255
Minimum MTU is 1500
Hop count is 2
External data:
Originating router is 1.0.0.1
AS number of route is 2
External protocol is EIGRP, external metric is 409600
Administrator tag is 0 (0x00000000)

The additional attributes of an external EIGRP ecare listed imable 2-16

Table 2-16, Attributes of External EIGRP Routes

} Attribute | Meaning

Originating Router ID of the router redistributing external tinto this EIGRP process. The

router router ID is an IP address that follows the sanhesras the router ID for OSPF or
BGP.

AS number AS number of originating BGP or EIGRPgass.

External The originating protocol from which the route waslistributed into EIGRP.

protocol

External metric

The metric of the redistributed route in the orajing protocol. For routes
redistributed from OSPF this would be the OSPF,dosRIP routes the hop count,
and for the EIGRP routes the composite metric.

Administrator
tag

32-bit quantity that can be set in the redistriduigpoint with a route map. The
administrator tag has no meaning for EIGRP itdetfan be used, however, to fine-
tune redistribution.

Monitoring Network Convergence through the EIGRP To  pology Table

All the commands discussed so far display all mutehe topology table.
Sometimes, you might need to see only those rab&tsre in the convergence
process, whether the routers are performing diffusemputation on these routes or

they haven't converged throughout the network geabse the update packets weren't

propagated due to bandwidth constraints. CommandsTable 2-17can help you
focus on only the routes currently in the conveogephase.

Table 2-17, Show Commands That Display Routes in the Convergence Phase

Command Printout

show ip eigrp

topology active

Displays only the routes for which the diffused garation is performed

show ip eigrp

topology pending computation is performed or outgoing updates allepending)

Displays the routes that haven't converged yetgfample, diffused
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Both commands display only the interesting entnefe EIGRP topology table
together with the information that can help a neknaperator understand in which
direction the potential convergence bottleneck ks example, consider the printout

in Example 2-23
Example 2-23. The show ip eigrp topology active Command

Fred#show ip eigrp topology active
IP-EIGRP Topology Table for process 1

Codes: P - Passive, A - Active, U - Update, Q - Que ry, R - Reply,
r - Reply status
A 1.3.0.2/32, 1 successors, FD is Inaccessible, QR
3 replies, active 00:00:12, query-origin: Local origin

via Connected (Infinity/Infinity), Loopbac k2
via 1.2.0.2 (20645120/20640000), Ethernet0
via 1.1.0.3 (Infinity/Infinity), r, R, Serial0.2, serno 191
via 1.0.0.2 (Infinity/Infinity), Serial0.1 , serno 190
via 1.1.0.1 (Infinity/Infinity), r, Serial0.2

Remaining replies:
via 1.2.0.3, r, EthernetO

The printout shows that there is only one routdh&EIGRP topology table for which
the diffusing computation is currently being penfi@d. The diffusing computation
has been originated locally (see tery-originfield) and the route has been active
for 12 seconds.
EIGRP is still in the process of sending at least QUERY and one reply packet for
this destination (the highlighted Q and R letterthie first line of the printout). The
router is still waiting for three replies to comigé¢he diffusing computation. All the
neighbors that have not provided the reply yetnaaeked with a lowercase r (also
highlighted in the printout). The replies thus lfiave to come from neighbors 1.1.0.3,
1.1.0.1 (both of which have previously sent infotiora about this route to this
router), and 1.2.0.3 (which has not sent any in&drom about this route before,
probably because the router under inspection wsafolvnstream router).
As you have seen in this short examplgw ip eigrp topology actives a powerful
command that can identify the following:

« The amount of diffusing computation being curremyformed in the EIGRP
network (for example, the number of active routes).

« The approximate network convergence time—if thegsare active for a
long time, the overall network convergence timals® long.

« The potential convergence bottlenecks—if the sayager or a set of routers is
not responding to queries for a number of destinati those routers or their
downstream neighbors obviously represent a potartravergence bottleneck.

Anomalies in EIGRP Topology Tables

Two scenarios where the information in the EIGRpbtogy table deviates from what
you'd expect to see exist, and both of them aeta@lto interactions between
different routing protocols.

In the first scenario, an entry for a locally cocteel subnet with higher EIGRP
distance might take precedence over a better &gd@rged from an EIGRP neighbor
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because the router uses the locally connected sdhado its lower administrative
distance (seExample 2-2)

Example 2-24. Directly Connected Network Taking Pre  cedence over a Better Route
Learned from a Neighbor

Fred#sh ip ei top all-links
IP-EIGRP Topology Table for process 1

Codes: P - Passive, A - Active, U - Update, Q - Que ry, R - Reply,
r - Reply status

P 1.0.0.1/32, 1 successors, FD is 389120, serno 251
via 1.2.0.2 (389120/128256), EthernetO
via 1.1.0.1 (20640000/128256), Serial0.2
via 1.0.0.2 (53998848/409600), Serial0.1
Fred#conf t
Enter configuration commands, one per line. End wit h CNTL/Z.
Fred(config)#int loop 3
Fred(config-if)#ip addr 1.0.0.1 255.255.255.255
Fred(config-ify#band 10
Fred(config-if)y#"Z
Fred#sh ip ei top all-links
IP-EIGRP Topology Table for process 1

Codes: P - Passive, A - Active, U - Update, Q - Que ry, R - Reply,
r - Reply status

P 1.0.0.1/32, 1 successors, FD is 256128000, serno 254
via Connected, Loopback3
via 1.2.0.2 (389120/128256), Ethernet0
via 1.1.0.3 (46891776/46379776), Serial0.2
via 1.1.0.1 (20640000/128256), Serial0.2
via 1.0.0.2 (53998848/409600), Serial0.1

Under specific circumstances (for example, whewcally connected subnet is
configured on a loopback interface) it can bloci aquivalent route from an EIGRP
neighbor even when it is not reachable. Eggmple 2-25or an example.

Example 2-25. Directly Connected Subnet Blocking a Better Route Learned from an
EIGRP Neighbor

Fred#conf t

Enter configuration commands, one per line. End wit h CNTL/Z.
Fred(config)#int loop 3

Fred(config-if)#ip address 1.0.0.1 255.255.255.255

Fred(config-if)y#shutdown

Fred(config-if)y#"z

Fred#sh ip ei top all-links

IP-EIGRP Topology Table for process 1

Codes: P - Passive, A - Active, U - Update, Q - Que ry, R - Reply,
r - Reply status

P 1.0.0.1/32, 0 successors, FD is Inaccessible, ser no 255
via 1.2.0.2 (389120/128256), Ethernet0
via 1.1.0.3 (46891776/46379776), Serial0.2
via 1.1.0.1 (20640000/128256), Serial0.2
via 1.0.0.2 (53998848/409600), Serial0.1
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An entry in a topology table might have infiniteaSeility Distance and zero
successors although the topology table containsraklegitimate entries when the
router itself is using the route toward the sanstidation from some other source,
such as a static route (Seeample 2-2h

Example 2-26. A Route from Another Source with a Be  tter Administrative Distance
Blocking an EIGRP Route

Fred#show ip eigrp topology
IP-EIGRP Topology Table for process 1

Codes: P - Passive, A - Active, U - Update, Q - Que ry, R - Reply,
r - Reply status

P 2.0.0.3/32, 1 successors, FD is 389120
via 1.2.0.3 (389120/128256), Ethernet0
via 1.0.0.2 (853973248/128256), Serial0.1

Fred#conf t

Enter configuration commands, one per line. End wit h CNTL/Z.
Fred(config)#ip route 2.0.0.3 255.255.255.255 null 0
Fred(config)#"Z

Fred#show ip route 2.0.0.3 255.255.255.255

Routing entry for 2.0.0.3/32
Known via "static", distance 1, metric 0 (connect ed)
Routing Descriptor Blocks:
* directly connected, via NullO

Route metric is 0, traffic share count is 1

Fred#show ip eigrp topology all-links
IP-EIGRP Topology Table for process 1

Codes: P - Passive, A - Active, U - Update, Q - Que ry, R - Reply,
r - Reply status

P 2.0.0.3/32, 0 successors, FD is Inaccessible

via 1.1.0.1 (853998848/409600), Serial0.2

via 1.2.0.3 (389120/128256), Ethernet0

via 1.1.0.3 (854485248/46354176), Serialo. 2

via 1.0.0.2 (853973248/128256), Serial0.1

via 1.2.0.2 (414720/409600), EthernetO
Fred#
You can display the anomalies where the EIGRP tpotable has at least one good
successor for a certain route that is ignored dulter sources of routing
information with a special show commarstiow ip eigrp topology zero-successor
This command, when used on router Fred after thégroration changes iBxample
2-25andExample 2-26yields the results iBExample 2-27

2-27. Displaying Entries in the EIGRP Topology Tabl e with Zero Successors

Fred#show ip eigrp topology zero
IP-EIGRP Topology Table for process 1

Codes: P - Passive, A - Active, U - Update, Q - Que ry, R - Reply,
r - Reply status

P 1.0.0.1/32, 0 successors, FD is Inaccessible
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via 1.2.0.2 (389120/128256), Ethernet0
via 1.1.0.3 (46891776/46379776), Serial0.2
via 1.1.0.1 (20640000/128256), Serial0.2
via 1.0.0.2 (53998848/409600), Serial0.1

P 2.0.0.3/32, 0 successors, FD is Inaccessible
via 1.2.0.2 (414720/409600), EthernetO
via 1.2.0.3 (389120/128256), Ethernet0
via 1.1.0.1 (20665600/409600), Serial0.2
via 1.1.0.3 (46866176/46354176), Serial0.2
via 1.0.0.2 (53973248/128256), Serial0.1

Building Routing Tables from EIGRP Topology Tables

The final step in EIGRP processing is the instatabf the best routes from the
EIGRP topology table (for example, the routes nesxifrom successors) into the
main IP routing table. EIGRP best routes are ntiraatically copied into the main
routing table. They have to compete with otherirgusources. Thadministrative
distance is used to compare routes from different routiogrees and select the best
ones.
EIGRP normally only installs routes to the successothe main IP routing table. As
many routes are installed as are permitted (upgartaximum of six) yielding equal-
cost load balancing. EIGRP and IGRP are also theronting protocols that support
unequal-cost load balancing via a mechanism caednce.
NOTE
The administrative distance is usually the only nseaf comparing routes coming
from different routing sources due to incompatimletrics used in different routing
protocols. However, the administrative distanaesisd as the sole criteria even
when comparing routes coming from two EIGRP proeggven though the
metrics could be compared in this scenario. Iftth@ EIGRP processes have the
same administrative distance, the route that wasgdd most recently (the latest
flap) takes precedence and replaces the older (stabée) route. Therefore, it's
mandatory to use different administrative distarfoeslifferent EIGRP processes
if they cover overlapping parts of your networkn&ohints for proper
administrative distance selection in these scesaie given irChapter 9,
"Integrating EIGRP with Other Enterprise Routin@tecols."

Administrative Distance of EIGRP Routes

The EIGRP route selection process sets differemiradtrative distances for internal
and external routes, the defaults being 90 forriateroutes and 170 for external
routes. (For further explanation about using déferdistances for internal and
external routes, séehapter 9 As shown infable 2-18 you can change these
distances in a variety of ways.

Table 2-18, Different Ways of Setting Nondefault Administrative Distances of EIGRP Routes
} To Change... | ...Use This Command
Default distances for internal and external [router eigrp <as distance eigrp <default-internal-
routes in an EIGRP process distance> <default-external-distance>
Distance of all internal routes received froincater eigrp <as> distance <distance> <neighbor-ip}
neighbor or a set of neighbors address> <wildcard-bits>
Distance of a select set of internal routes |router eigrp <as> distance <distance> <neighbor-ip}
received from a neighbor or a set of neighlmmdress> <wildcard-bits> <route-selection-ACL>
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Thedistance eigrpcommand sets the new defaults for both interndleatternal
routes. Use this command to prefer one EIGRP psomesr another in the event that
the address space of the two processes overlaps.

Thedistancecommand influences only the distance of intern@RP routes
(nondefault value for external routes cannot beifipd) and enables you to set
different administrative distances for routes reedifrom specific neighbors
(matched byeighbor-ip-addressandwildcard-bits) or matched by a route filter
(standard or extended IP access list specifiedute-selection-ACL). If you want to
ignore internal EIGRP routes received from a netgldr internal EIGRP routes
matching a route filter, specify distance 255 (Whigeans ignore this entry).

Use thedistancecommand only in very special circumstances ant axtreme care
because side effects of this command are not eagilyiated.

EIGRP Variance and Its Influence on Traffic Load Sh  aring

EIGRP is the only protocol that can load-balandg/ben unequal cost routes. To
enable and fine-tune EIGRP load balancing, usedh@nands ilTable 2-19
Table 2-19, Configure Unequal-Cost Load-Sharing with EIGRP
} Task | Configure With
}Configure unequal-cost load balancing |router eigrp <as> variance <factor>

Configure proportional load balancing between uakqirouter eigrp <as> traffic-share balanced
cost routes

Use only minimum-cost routes for load balancing router eigrp <as> traffic-share min
across-interfaces

Configure the maximum number of equal-cost or route eigrp <as> maximum-paths <1 to
unequal-cost routes for a given destination 6>

Configure per-packet load balancing over an inta&rfan |interface <int> no ip route-cache
all platforms

Configure Cisco Express Forwarding (CEF) per interface <int> ip route-cache cef ip load:
destination load balancing sharing per-destination
Configure CEF per-packet load balancing interface <int> ip route-cache cef ip load:

sharing per-packet

Thevariance command enables unequal-cost balancing undepltiosving
conditions:

« The router's own distance from the topology tableyes less thafeasibility
distancex variance.
« The alternate path toward the destination goesitiir@ feasible successor.

The number of alternate paths that can be entardgkilP routing table is controlled
by the maximum-paths command. (Only the best Nemnthat match feasibility
condition are entered in the routing table.)
You configure the load-balancing mode on unequat-omutes by using theaffic-
sharecommand. If you specifraffic-share balanced the traffic is load-balanced
inversely proportionally to the EIGRP composite neetf, on the other hand, you
specifytraffic-share min, the routed traffic is balanced only across theimum-
cost paths, but all the other paths are alreadyreaitn the IP routing table to speed
up the convergence process in case of a link ghber failure.
The load-balancing mechanism used by the roudepgndent on the switching path
taken for the interface in question as detailedahle 2-20

Table 2-20, Load Sharing Mechanism Used Depending on the Switching Path |
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Switching Path Load Sharing Mechanism

Process switching Per-packet load sharing

Fast switching, Optimum switching, Per-prefix load sharing (for example, all traffar &
Autonomous switching, Silicon switchingjcertain prefix in the routing table flows over one
Netflow switching interface)

Cisco Express Forwarding Per source-destinationtpad sharing (for example, all

traffic for a certain source-destination IP addiesis
flows over one interface)

Cisco Express Forwarding with per-packd&er-packet load sharing
load sharing configured
Designing EIGRP networks for unequal-cost load maleg is a nontrivial task as
you'll see in the next section, but you'll be ablelesign successful networks using
unequal-cost load-balancing by following thesesule

Variance Rule 1

Verify that the paths over which you want to loaamce the traffic lead to
successors and feasible successors. In many vwelyitorrect designs, the
neighbor you want to balance the load with is nfgasible successor in
EIGRP terms.

Variance Rule 2

Always verify that the loadbalancing mechanism works in both direction:
the load balancing works for traffic flowing in odeection it may not work
for the return traffic.

Variance Rule 3

If there is more than one router connected to a la&N you want to load-
balance outgoing traffic from that LAN, you'll neadditional mechanisms
like Hot Standby Routing Protocol (HSRP) to setbetproper exit point
from the LAN.

Variance Rule 4

You can solve some load-balancing problems whexe balancing
intuitively works but does not work in reality dteefeasible successor
limitations by introducing another layer of routéodistribute the traffic.

Valid and Invalid Examples of Using Variance

In several commonly used designs, you might exjmeget the desired load-sharing
functionality, but the design does not work becatidees not comply with EIGRP
requirements for unequal-cost load sharing. Seexanples are presented in this
section, some with comments and solutions, ther athexercises.

One of the most common designs is load sharingdesiviwvo unequal speed links
between two adjacent routers. A simple networkgisiis design appears kigure 2-
22.

Figure 2-22. Simple Network with Unequal Speed Link s
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The design requirement for this network is to pdevproportional load balancing on
parallel links between San Jose and Chicago il aaio for all traffic running over
those two links. To evaluate whether this desigidg the required load balancing
functionality, you need to verify that all the \amce rules are satisfied:
Variance Rule 1—Verification:
The San Jose router has two paths to the Chicagd TAe Chicago router over the
2-Mbps link is the successor, and the same rowtar @ 1-Mbps link is a feasible
successor.
The Chicago router has two paths to the San Jodé TAe San Jose router over the
2-Mbps link is the successor, and the same rowiar a 1-Mbps link is the feasible
successor. The Chicago router also has two patihetSan Francisco LAN, but they
have the same distance; the minimum bandwidth idb§4 over both paths and the
delays across the links are the same.
Variance Rule 1 is thus satisfied. Both routers bizae to do load sharing have paths
going to successors and/or feasible successordiokemwhere the traffic should be
load-shared.
Variance Rule 2—Verification:
The traffic from San Francisco and San Jose towardhicago server load-share in
the proper ratio; the same is also true for thernetraffic from the Chicago server
toward the San Jose workstation. The traffic frbe €hicago server toward the San
Francisco workstation load-share equally acrosdinke because both paths from
Chicago toward San Francisco have the same costiratfic from Chicago toward
San Francisco therefore places too high a loath@totver-speed link. If the number
of San Francisco-type offices connected to theXdae router is high enough and
most of the traffic goes from Chicago toward thoB&es, the 1-Mbps link becomes
saturated, while the 2-Mbps link is only 50 peraesed.
Variance Rules 3 and 4 do not apply in this paldicdesign.
Based on the previous facts, the desighigure 2-22provides load balancing
between unequal speed links, but not completellgiwihe required specifications.
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Exercise 2-2

How could you modify the EIGRP designkigure 2-1%o ensure
proportional load balancing from Chicago towarddatinations in the Sar
Jose area?

1

Exercise 2-3

The customer validated load balancing in an enviremt where the majorit
of the traffic flowed from the Chicago server todéne remote locations. /
new remote backup application was deployed a fewthsoater where the
majority of the traffic flowed from remote officésward the Chicago serve
To the customer's surprise, all the traffic fronm Sase toward Chicago us:
only one of the parallel links. Why?

<

.
=S

After implementing the load balancing between Céacand San Jose, the

customer

discovered that the slow-speed links in San Jassaturated over the peak usage

periods. The customer decided to upgrade the ldamedto 128 kbps and i
ISDN into all the offices in that area. ISDN is poped to be used in the d
mode with remote offices calling the San Jose effitial-in). Unequal-cost

nstalled
ial-backup
load

balancing is to be used between the 64-kbps |dase=dnd one ISDN B-channel dial-
up connection and the desired traffic ratio betwtbeneased line and ISDN

connection is 2:1. The target network diagram @ashin Figure 2-23

Figure 2-23. ISDN Used for Load Sharing in Peak Per iods
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This network conforms to all applicable varianckesuor load balancing between

remote offices in the Bay area and the San Josasitollows:
Variance Rule 1—Verification:
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The San Jose router has two paths to a remote TA&lbest path to the remote LAN
is over the 128-kbps leased line, and the remateer@ver the ISDN dial-up
connection is a feasible successor. The same oclaan also be reached for paths
to the Chicago LAN as seen from the remote offaxder.

Variance Rule 2—Verification:

In both directions, the successor is reachable iheeleased line and the feasible
successor is reachable over the ISDN dial-up cdiomec he delay from Chicago to
the remote office in the Bay area is the same bg#r links, and the minimum
bandwidths that dictate the overall value of theaposite metric are in the desired 2:1
ratio, yielding an optimal, load-balancing ratio.

Finally, the customer wanted increased reliabilitthe San Jose site and installed an
extra router to handle incoming ISDN calls from ogenoffices (se€igure 2-23.

The San Jose routers link via a back-to-back E#teronnection.

Figure 2-24. San Jose Site Redesign
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After installing the new router and reconfigurig trouting in the San Jose site, load
balancing no longer worked as expected.

Exercise 2-4

How exactly does the load balancing between theJ8ae site and remote
sites in the Bay area work after the redesighigure 2-22 Why?

Exercise 2-5

How would you fix the design iRigure 2-24to achieve desired load
balancing as close to the optimal 2:1 ratio asipte’

Summary
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After the details of EIGRP internals are reveaitslalways tempting to compare
EIGRP with other routing protocols, particularlytivits main competitor: OSPF. One
true statement you can make when comparing EIGRPOSPF is that both perform
well in a properly designed network. However, wikemparing the details of both
protocols, several technical advantages exist éarrthe other (in no particular
order):

« EIGRP supports the running of several EIGRP pr@asesser a common
shared media due to the fact that the AS numbacisded in every EIGRP
packet; OSPF supports only one OSPF process iaracsimedia environment.
EIGRP by itself therefore allows implementatiorsohple VPNs. OSPF has
no similar functionality.

NOTE

With the advanced VPN technologies available irc€i©S, using
multiple EIGRP processes over the same transmissezha is almost
never required anymore.

« OSPF only supports equal-cost load balancing; EIGE&#orts unequal-cost,
proportional load balancing.

« OSPF propagates every change in the network ty evater within an area;
EIGRP supports bounded updates with proper netaesign.

« OSPF clearly has a more robust hello protocol bez#uwerifies two-way
reachability before attempting to form adjacenay, BIGRP's hello protocol
is more adaptable to environments where neighbgsacommon subnet
have different timing requirements.

« EIGRP flooding is more distributed in environmewtsere several routers
share a common LAN because every router is resplerfsir distribution of
its own information. In OSPF, the designated roigexr potential bottleneck.

« OSPF can work well in environments where some rewugannot cope with
the amount of changes in the network; these romteght misroute the traffic,
but the rest of the network is not affected. In ER5a single misbehaving or
overloaded router can bring the whole network ieedtdown due to SIA
events.

« EIGRP transport protocol is an order of magnituetds in adapting to
varying neighbor response times and lossy links B8PF. 10S
implementation of EIGRP also gives the network afigra better overview of
neighbor responsiveness than the OSPF-related stionmands.

« Although tracing SIA events is a difficult underitady, at least the EIGRP
show commands enable you step-by-step identificatigmodéntial
bottlenecks (when troubleshooting) finally leadtoghe offending router.
OSPF lacks any similar mechanism.
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Chapter 3. IPX EIGRP

Enhanced Interior Gateway Routing Protocol (EIGRIfports three protocol
families: IP, IPX, and AppleTalk. You saw all thetdils of IP EIGRP irtChapter 1,
"EIGRP Concepts and TechnologgfidChapter 2, "Advanced EIGRP Concepts,
Data Structures, and Protocolafid you will get the same level of details on IPX
EIGRP implementation in this chapter. All three RIBimplementations share
common algorithms, protocols, and packet formateyTalso share a user interface
(10S showcommands) and configuration commands as far aslpesmaking it easy
for any network engineer familiar with one prototahily (for example, TCP/IP) to
design and implement EIGRP networks for other maitéamilies (for example,
IPX).

Because there are significant differences betweeows protocol families, for
example, in layer-3 addressing, naming, and dirgaervices supported by the
protocol family, and so on, it's not surprisingttB&GRP implementations differ
slightly between various protocol families. Thisapker focuses mainly on differences
between the IP and IPX implementation of EIGRP chtare as follows:

« Automatic route redistribution between various IPX routing protocols—

IP redistribution must always be configured manudlhe only exception is
the redistribution between IGRP and EIGRP withghme Autonomous
System number.

« Metric integration of various IPX routing protocols— IP routing protocols
usually have completely inconsistent and incomgaratetrics. The exception
is redistribution between (E)IGRP processes.

« Naming and directory services—These services are implemented by
Service Advertisement Protocol (SAP) in the IPX M@nd have to be tightly
integrated with IPX EIGRP. No similar integratiohmaming/directory
services and routing protocols exists in the IRqual suite.

All the other features of IP EIGRP are retainethm IPX implementation. The most
notable features are as follows:

« The vector and composite metrics and route selectiles.

« The DUAL algorithm is exactly the same.

« The hello and transport protocols are the same.

- Topology database contents and assocsttesd commands are basically the
same. The only difference is the external metrit pan external EIGRP
route.

Due to protocol differences between IP and IPX el as differing customer
requirements, slight adaptations of IP EIGRP meisihas appear in the IPX
implementation:

« You cannot specify the K-values in the IPX implema¢ion. K-values are

fixed in IPX EIGRP, leading to the formula for vecto-composite metric
conversion shown ikquation 3-1
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Equation 3-1

CompositeMetric = BW + DLY

where
BW = 10Gbps
min Bandwidth
Zdefay S
DLY = HECFOSECONE
10

+ IPX EIGRP information is exchanged in IPX packetd®X socket 85BE.
The internal packet format is the same as for IBRR.

« IPX EIGRP cannot use multicast addresses becaxsdd€s not support
multicasting (or at least didn't support it wheXIBIGRP was designed). All
the multicast routing information exchange is perfed using the IPX
broadcast address.

The last introductory remark to be made about IPREHP concerns its position in the
evolution of IPX protocol suite and associated irauprotocols. When the IP EIGRP
was designed, IP classless routing was a well-kshad concept, and alternate
routing protocols such as OSPF and IS-IS were @reaexistence. It's not surprising
that the IP EIGRP implementation contains all tleelern concepts like classless
prefixes, route aggregation, complex route redigtron, and so on.

At the same time, the IPX protocol suite didn'tregapport the default routes, let
alone route aggregation, or longest prefix-baseting. It didn't make sense to
include these features into the new routing prdtbecause Novell didn't even
consider them at that time. The IPX implementatbEIGRP is consequently quite
rudimentary when compared with the IP implementatibwas meant only as a
bandwidth-efficient and scalable replacement fot'$HRouting Information Protocol
(RIP). Modern routing concepts, such as route aggien and default routes, were
introduced into IPX protocol at a much later timghwthe introduction of Novell Link
State Protocol (NLSP), and IPX EIGRP was never @dbio support them.

IPX EIGRP Configuration and Route Redistribution

IPX EIGRP is configured in approximately the sanssy\as IP EIGRP; a router
process is started with a unique Autonomous Sysitemier, and the networks over
which the IPX EIGRP run are specified. Even the w@nd syntax is almost the same
as for IP EIGRP, as specifiedTable 3-1

Table 3-1, Basic IPX EIGRP Configuration Commands
} Task | Command

89



}Start IPX EIGRP routing process |ipx router eigrp <as-number>
}Start running IPX EIGRP over an interface |netw0rk <ipx-network-number>
'Start running IPX EIGRP on all numbered IPX integfa Inetwork all
IPX EIGRP runs only on the interfaces that you gpetwith thenetwork
statements. Moreover, the IPX network number tbatgpecify in the IPX EIGRP
router definition must be specified on the inteeféiself with thepx network
command or it won't appear in the router configoratThis limitation precludes IPX
EIGRP usage on IPXWAN links.

NOTE

IPXWAN is a more modern IPX encapsulation methoedusn point-to-point

WAN links. It enables IPX routers to dynamicallygo@iate the IPX network

number or use unnumbered IPX links. IPXWAN also sae@s round-trip delays

when the WAN link is initialized.
You cannot run IPX EIGRP over unnumbered IPXWANsébecause you cannot
specify IPX network number 0O in timetwork statement. On the other hand, IPX
EIGRP seems to work on the numbered IPXWAN linkg,dnly until the router
reloads.
Consider, for example, the following scenario: Yeuconfigured IPX EIGRP on a
numbered IPXWAN link with the configuration commanid Example 3-1

Example 3-1. IPX EIGRP Configuration over IPXWAN In terface

ipx internal-network ABCD
|

interface serial O
encapsulation ppp
ipx ipxwan 0 1234
|

ipx router eigrp
network 1234

IPX EIGRP runs correctly over the IPXWAN link. tidates the neighboring router
and exchanges the routing information. Howevernttevork 1234 statement does
not appear in the configuration because the IPX ot specified in the IPX EIGRP
process is not specified with thex network statement on the interface. The fact that
the IPX EIGRP ran over network 1234 is lost after touter reloads.

IPX RIP runs by default on any interface with aX iiketwork number defined, even
though this often results in RIP running in palaNéh IPX EIGRP. Because every
NetWare file server also acts as an IPX routerrardhally uses IPX RIP to build its
routing table, you cannot remove IPX RIP from t\Lnetworks or you risk losing
IPX connectivity with your file servers. Howevegrcurrent operation of IPX RIP
and EIGRP on the WAN interfaces definitely doesréke sense. It's therefore
recommended that you turn off IPX RIP on all WANKS as soon as you configure
IPX EIGRP. To do that, you have to use the comnsaugience specified Example
3-2

Example 3-2. Command Sequence Used to Turn Off IPX  RIP on WAN Interfaces

ipx router rip
no network <WAN-ipx-network-number>

Route redistribution between IPX EIGRP and IPX RIButomatic. Under most
circumstances, there is no need to turn the rduolisiton off or to fine-tune it because
the tight integration of IPX RIP metrics into IPX@&RP assures optimum route
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selection. If you encounter a scenario where thenaatic redistribution proves
harmful, you can use the commandd able 3-2to turn it off or to filter the routes
being redistributed between the two routing proke.co

Table 3-2, Configuration Commands to Control IPX Route Redistribution
} Task | Command

Stop IPX RIP routes from being redistributed iritpx router eigrp <as-number> no redistribute
IPX EIGRP rip

Stop IPX EIGRP routes from being redistributeripx router rip no redistribute eigrp <as-

into IPX RIP number>
Filter routes being redistributed from IPX RIP il‘itnx router eigrp <as-number> distribute-list out

IPX EIGRP <ACL> rip
Filter routes being redistributed from IPX EIGR®x router rip distribute-list out <ACL> eigrp
into IPX RIP <as>

NOTE

The I0S implementation of the IPX routing protocialsks most of the advanced
features found in the IP routing protocol implenagioins; it has no route maps,
administrative distances, or default metrics.

Integration of IPX RIP Metrics into IPX EIGRP and | PX Route
Selection

Using several concurrent routing protocols withoimpatible metrics and automatic
redistribution between them is usually a direchgatdisaster due to the complexity
and unexpected side effects of such a design. &sigrkrs of IPX EIGRP thus had to
take every possible precaution to avoid all the gfflects of running IPX RIP and

IPX EIGRP concurrently in an IPX network. They dgmd several techniques that
deviate slightly from what you'd expect to seenrRR environment, but the end result
is a stable implementation that enables you toayelptX RIP and IPX EIGRP in any
combination without worrying about the complexifytioe design. To understand
these techniques and their results, you have terstahd the details of IPX RIP
routing.

IPX RIP Refresher

IPX RIP is a traditional distance-vector protocaldeled after IP RIP. All the routes
known to a router are advertised to all its neighlevery 60 seconds and the best
routes received are stored in the local routingetadP X RIP deviates from IP RIP in
its route selection rules; thep count used in IP RIP has been augmentedidbstys
(also calledicks), which take precedence over the hop count. Routbedower
cumulative delays are considered better, and thechont is used only as a tiebreaker
when the delay of two routes is the same.

The default value of the IPX delay is computed frithie value specified in the
interfacedelay configuration command (the same value is also bgdelGRP),

using the formula ifEquation 3-2

Equation 3-2
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d{?lﬂy Interface + 333
334

delay py — 1INt

If you don't specify the interface delay using tleéay command, the IPX delay takes
a default value as outlined irable 3-3

Table 3-3, Default Values of an IPX Delay
Interface Type Default Value of IPX Delay
LAN interface 1
}WAN interface (regardless of interface type ancespe | 6

You can also specify the IPX delay manually by ggheipx delay interface
configuration command or you can use the IPXWANgqeol to measure the delay
dynamically before the link is put into operation.

Whenever an IPX router receives an IPX RIP updataugh one of its interfaces, it
adjusts the metrics in the incoming update withitierface values following the
formulas inEquation 3-3

Equation 3-3

hopcount = hopcount + 1

receiverd
d@fﬂy Hew = d@fﬂy receiver + df,*fay incoming_interface

Redistribution between IPX RIP and IPX EIGRP

Any Cisco router running both IPX RIP and IPX EIGP&forms automatic
redistribution between these two protocols unlessdisable the redistribution with
one of the commands froffable 3-2 IPX RIP routes are redistributed into IPX
EIGRP as external EIGRP routes, and the IPX RIRiaistcopied into the external
data portion of the EIGRP route. The detailed IREEP and IPX RIP metrics of a
route can be displayed with tekow ipx eigrp topology <network>command, as
shown inExample 3-3

Example 3-3. Detailed Display of an External IPX EI GRP Route

Router> show ipx eigrp topology 12345
IPX-EIGRP topology entry for 12345

State is Passive, Query origin flag is 1, 1 Succes sor(s)
Routing Descriptor Blocks:
Next hop is
FFF40001.0000.0003.0000 (Seriall), from FF40001. 0000.0003.0000
Composite metric is (291456000/290944000), Send fl ag is 0x0,

Route is External

Vector metric:
Minimum bandwidth is 9 Kbit
Total delay is 975000 microseconds
Reliability is 255/255
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Load is 1/255

Minimum MTU is 1500

Hop count is 2

External data:

Originating router is 0060.7015.5daa
External protocol is RIP, metric is 2, delay 49
Administrator tag is 0 (0x00000000)

Flag is 0x00000000

As you can see frofixample 3-3an IPX EIGRP route contains almost exactly the

same parameters as an IP EIGRP route; the onbreif€e is in the External data

portion. The external data parameters have the imgsaxplained ifTable 3-4
Table 3-4, External Data Parameters of an IPX EIGRP Route

} Parameter | Meaning

Originating router | MAC address of the router thetistributed external route into EIGRP. This
address can also be set with ifmerouting command.

External protocol | External route type—RIP, EIGRMtis, or NLSP.
External protocol |RIP hop count and delay of the redistributed route

metric
Administrator tag | The field cannot be set or used.
Flag The field cannot be set or used.

When an external IPX EIGRP route derived from IPIR & propagated through the
IPX EIGRP network, its vector metric is adjustedading to EIGRP vector metric
adjustment rules and tloelay part of the External protocol metric is adjustedell,
as shown irEquation 3-4

Equation 3-4

EIGRPDelay ,, = EIGRPDelay,, . .+ Delay, fice

Bﬂ”d"‘l"fdfh New = ]niﬂ (Bafidl-b' tfhlh Received? Bﬂ Hd'ﬂ-’idrh -I'fin’rfarr.)
MTL = min (MTU MTU h:rmﬁif.'r‘)
HopCount, = HopCount + 1

Received

Ip XDEI&-}? New = IPXDEEH} Received + IPXDEI&} .. Interface

The net result of the rules Equation 3-4s that an IPX EIGRP route always contains
the same IPX delay as an IPX RIP route propagdted)dhe same path would have.
This property is extremely important because théedBlay is used within IPX hosts
(file servers and workstations) to calculate tramsfayer timeouts.

Finally, as the IPX EIGRP route is redistributedlato IPX RIP, the IPX delay

field of the RIP route is set to the IPX delay waln the External protocol metric

field, and the RIP hop count is set to the RIP &oynt in the original redistribution
point incremented by one. These transformationsamamarized ifcquation 3-5
Equation 3-5

IPXDelay ,,, = IPXDelay

1GRP
IPXHopCount , ,, = IPXHopCount + 1

EIGRP

New Received®

RIP

To ensure optimum routing and prevent routing laopgse mixed IPX EIGRP/IPX
RIP network, two additional rules are enforced:
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« IPX EIGRP routes are always preferred over IPX RIites unless they have
a higher IPX hop count than the IPX RIP routes.IPterms, you could say
that IPX EIGRP has a lower administrative distathes IPX RIP.)

« The router redistributes only the routes that aexiuo forward the data.

Sample Redistribution Scenarios

In this section, you learn how the rules from thevpus two sections ensure that all
the routers in a mixed IPX RIP/IPX EIGRP networkays select the optimum
routes. The following scenarios are evaluated:

« IPXRIP and IPX EIGRP running concurrently overlialks

« IPX RIP running only on the LAN interfaces and IEXGRP on all links

« A misconfigured network where the IPX EIGRP is rimgnon high-speed
WAN interfaces and IPX RIP is running on a backdémw-speed WAN link

« A misconfigured network where the IPX EIGRP domaidiscontinuous

Each scenario is evaluated in a network that hbset tuned for optimal IPX
operation; the IPX interface delay is the defalltar LAN interfaces, 6 for WAN
interfaces), and only the bandwidths on the WANMdihave been set.

Scenario 1—Concurrent IPX RIP and IPX EIGRP Operation

All routers in the network run IPX RIP and IPX EIBRN all interfaces as displayed

in Figure 3-1

Figure 3-1. IPX RIP and IPX EIGRP Are Running Every where

Erane Charlie

Internzl l : ;.

Alpha Delta .
-« IPX RIP >
* IPX EIGRP »

The internal network of file server Fred is propagao file server Barney and the
remote PC in several steps:

Step 1.Fred announces network ACEOL1 to Alpha via IPX Bi®adcast; RIP hop
count = 1.

Step 2.Alpha propagates information about network ACE@LIRPX RIP to Bravo
and Delta; RIP hop count = 2.

Step 3.Alpha redistributes the received RIP informatiotoiEIGRP and propagates
network ACEO1 to Bravo and Delta via EIGRP.
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Step 4.Bravo receives the RIP and EIGRP routes for ndkw@EO1. The hop count
in the RIP route is 2, whereas the hop count irEl&RP route is 1, so it uses the
EIGRP route. Similar processing happens on Chatrlie.

Step 5.Delta receives RIP routes from Alpha (with hoprmoof 2) and Charlie (with
hop count of 4). EIGRP routes are also receivenh fAddpha and Charlie, and the
route through Charlie has better composite me@iarlie becomes the IPX EIGRP
successor. The IPX hop count in the EIGRP routauthin Charlie is 1 and the IPX
hop count of the best IPX RIP route is 2. Deltadfere selects the EIGRP route
through Charlie as the best route, leading to aptintPX routing.

Step 6.Delta redistributes the IPX EIGRP route receivadugh Charlie to IPX RIP.
The delay of the IPX RIP route is the cumulativX delay of the path Delta—
Charlie—Bravo—Alpha—Fred (leading to proper IPXragismission timeout), and
the IPX hop count of the route is 2. (The origil&X hop count in the redistribution
point Alpha was 1, and it always increases by ohenithe redistribution into IPX
RIP is performed.)

Scenario 2—IPX RIP Running on LAN Interfaces Only

In the second scenario, where IPX RIP is runninlg on LAN interfaces (seEigure
3-2), the route selection process is even simplerusecao IPX RIP and IPX EIGRP
routes are competing. Alpha redistributes the IR Rutes received from Fred into
IPX EIGRP, and Delta selects the best IPX EIGRRergoing through Charlie and
Bravo. Delta then redistributes that route bacé IRX RIP. The IPX delay and IPX
hop count are the same as in the previous scenario.

Figure 3-2. Running IPX RIP only on LAN interfaces

IPX EIGRP

Bz Charlie

s, 2Mbps e,
Internal l ’—.
netwiork
ACEMM

\ Fred Barney PC

IPX RIP IPX RIP

Scenario 3—Running IPX RIP on Some WAN Links

The third scenario represents a misconfigured réténat still selects the optimum
route. The IPX EIGRP domain is contiguous, but dRl RIP runs over slow-speed
link between Alpha and Delta (sEgure 3-3.

Figure 3-3. IPX EIGRP Not Running on All WAN Links
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IPX EIGRP

B ranic Charlie
h‘-j:{-‘h.. 2 Mbps n-_..::f__':“
It ermzl l ’—.
netwiork
ACEDT 2 Mbps 2 Mbps

\ Fred Barney P
sty G4kboe  ssuz j_

Delta

IPX RIP

In this scenario, the propagation of network ACH®OIn Fred to Barney is performed
in the following steps:

Step 1.Alpha receives the IPX RIP update from Fred (IR¥ lsount = 1). Alpha
redistributes it into IPX EIGRP and forwards itRelta (IPX hop count = 2).

Step 2.Delta receives the IPX EIGRP route through Brave &harlie (IPX hop
count = 1) and directs the RIP route from AlphaX(lp count = 2). The EIGRP
route is preferred because it has a lower IPX loymt

Step 3.Delta redistributes the IPX EIGRP route into IP®PRBarney receives the
IPX RIP route with an IPX hop count of 2 and an I@{ay of 19 (cumulative delay
of LAN interface between Fred and Alpha and thie¢ EIGRP WAN links).
Scenario 4—Discontinuous IPX EIGRP Domains

In the last scenario, IPX EIGRP runs only betwefrhA and Bravo, and another IPX
EIGRP process runs between Charlie and DeltaKseee 3-3.

Figure 3-4. Discontinuous IPX EIGRP Domain

IPX RIP
IPK IPX
EIGRP ~ EIGRP
Brane Charlie
Intarnal l ‘_l
netusrk
ACED
2 bps 2 hlbps:
\ Fred Bamey PG
) 24 kbps -
e RS

IPX RIP

The propagation of network ACEO1 advertised by Hretveen Alpha and Delta is
more complex:
Step 1.Alpha receives the IPX RIP update from Fred (IR¥ lcount = 1).
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Step 2.Alpha redistributes the IPX RIP information inf&X EIGRP and also
propagates the IPX RIP information to Delta (hoprdc= 2).

Step 3.Alpha sends the IPX EIGRP information to BravoXIlRop count = 1).

Step 4.Bravo redistributes the IPX EIGRP information tiged from Alpha into IPX
RIP and increases the IPX hop count. The IPX Ri&mation is sent to Charlie (IPX
hop count = 2).

Step 5.Charlie redistributes the received IPX RIP infotimainto IPX EIGRP and
propagates the IPX EIGRP information to Delta.

Step 6.Delta received the IPX RIP update with an IPX kopnt = 2 and the IPX
EIGRP update with the same hop count. The IPX Ri#ination is considered
better, and the IPX EIGRP information is discarddue IPX RIP information
received from Alpha is propagated to Barney.

Step 7.The IPX data flow between PC and Fred goes oweloth-speed 64 kbps
link.

To ensure optimum IPX routing, the IPX EIGRP preessshould always be
contiguous. Multiple, sequential redistributionweén IPX EIGRP and IPX RIP
never leads to routing loops, but it can lead twoptimal IPX routing.

IPX SAP Integration

Service Advertisement Protocol (SAP) is an integrad important part of the IPX
protocol stack. It enables the end-hosts to loteeservices and servers they need to
access. The protocol itself was designed for sneilvorks with a small number of
services and was never meant to scale to largeonietw

The SAP protocol is similar to IPX RIP in its dasignd uses a distance-vector
approach to service information dissemination:

« Every server announces its services using peri®die updates every 60
seconds. If a service is not announced for a pgadrmperiod of time (by
default, 180 seconds), it's considered unreachable.

- Every router announces all services known to mgiperiodic SAP updates
sent every 60 seconds.

« All the changes in the network—the appearance wfservices or
disappearance of existing services—are announceeihately usingdlash
updates.

Other messages in the SAP protocol are used tamagehinformation between
workstations and routers or servers, but thesexarkeanged only on the LAN media
and are thus irrelevant to IPX SAP integration ¥ EIGRP.
NOTE
IPX SAP contains no loop prevention mechanism $sffitit doesn't even perform
split-horizon checks. All loop prevention is bagedIPX routing tables using
several sanity checks:

« Information about a service residing on an unreblehaetwork is ignored.
« Information about a service coming from a routet ik not the next-hop
toward the network on which the service is residiaggnored.
The periodic SAP updates place a large burden omNVU#ks in any IPX network.
By default, every SAP packet, which is 480 bytegylacan carry up to seven service
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advertisements. Considering that every Novellddever advertises 3 to 5 services
and that every printer and fax server on a LAN aldeertises at least one service, the
number of services advertised by remote office metvork can approach 10 services
per remote LAN. In a network with 200 remote officéhe total number of services
that have to be advertised is above 2000. The baltidwsed by periodic SAP

packets on every link in a network of that sizeakulated irEquation 3-Gand
represents nearly 30 percent of the bandwidth@zf kbps link. It's evident that a
better mechanism for transporting service infororats needed in large IPX
networks.

Equation 3-6

NumberOfServices X SAPPacketSize )
NumberQfServicesPerPacket

TotalSAPdata, = int(

h 4
im{w) = 137000

TotalSAPdata > 8
SAPInterval

137000 X 8
50 = 19kbps

The need for periodic SAP packets arises only ftlmennherent unreliability of the
SAP protocol. If the SAP information exchange wel&ble, there would be no need
for periodic IPX SAP packets, and the SAP protaeolild consume significantly less
bandwidth on the WAN links. IPX EIGRP guarantees BAP packet delivery; the
IPX SAP protocol itself remains unmodified, but fexiodic SAP messages can be
suppressed due to the reliability of the underlynagsport protocol. The interaction
of IPX SAP and IPX EIGRP is best illustrated witie tdebugging outputs, as
demonstrated iExample 3-4

SAPbandwidth bps —

Example 3-4. Sample IPX SAP Transaction Using IPX E  IGRP as the Transport Protocol

router# debug eigrp packet ipxsap ack
router# debug ipx sap activity
... IPX SAP packet

received over Serial 1 announcing that service File Server became
unreachable ...

EIGRP: Received IPXSAP on Seriall nbr FFF40001.0000 .0003.0000

AS 11, Flags 0x0, Seq 408/478 idbQ 0/0 iidbQ un/re ly 0/0 peerQ

un/rely 0/0

EIGRP: Enqueuing ACK on Seriall nbr FFF40001.0000.0 003.0000

Ack seq 408 iidbQ un/rely 0/0 peerQ un/rely 1/0

IPXEIGRP: Received EIGRP SAP from FFF40001.0000.000 3.0000

IPXSAP: Response (in) type 0x2 len 96 src:FFF40001. 0000.0003.0000

dest:FFF40001.0000.0000.0004(85BE)

type 0x4, "FileServer", 22.0000.0000.0002(437), 16 hops

IPXSAP: type 4 server "FileServer" poison received from

FFF40001.0000.0003.0000

EIGRP: Sending ACK on Seriall nbr FFF40001.0000.000 3.0000

AS 11, Flags 0x0, Seq 0/408 idbQ 0/0 iidbQ un/rely 0/0 peerQ un/rely

1/0
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... Alternate path was found, new information sent ov er all interfaces
in a flash

update. IPX EIGRP runs
only over Serial 1, Serial 0 uses IPX SAP protocol

IPXSAP: positing update to FFF40000.ffff.ffff.ffff via Serial0O

(flash)

IPXSAP: positing update to FFF40001.ffff.ffff.ffff via Seriall

(flash)

IPXSAP: Update type 0x2 len 96 src:ABCD.0000.0c46.d 9ec

dest: ABCD ffff.ffff.ffff(452)

type 0x4, "FileServer", 22.0000.0000.0002(437), 16 hops

EIGRP: Enqueuing IPXSAP on Seriall

AS 0, Flags 0x0, Seq 479/0 idbQ 0/0 iidbQ un/rely 0/1 serno 98-98
EIGRP: Enqueuing IPXSAP on Seriall nbr FFF40001.000 0.0003.0000

AS 0, Flags 0x0, Seq 479/0 idbQ 0/0 iidbQ un/rely 0/0 peerQ un/rely
0/0 serno 98-98

EIGRP: Sending IPXSAP on Seriall nbr FFF40001.0000. 0003.0000

AS 11, Flags 0x0, Seq 479/408 idbQ 0/0 iidbQ un/re ly 0/0 peerQ
un/rely 0/1

serno 98-98

EIGRP: Received ACK on Seriall nbr FFF40001.0000.00 03.0000

AS 11, Flags 0x0, Seq 0/479 idbQ 0/0 iidbQ un/rely 0/0 peerQ un/rely
0/1

The periodic SAP messages were primarily desigo@yércome the unreliable
transport mechanism, but they also serve two anfditipurposes:

« They initially populate the SAP tables of newlyrstd routers.
- Under some conditions, they enable the discovenjtefnate paths toward
services that became inaccessible.

IPX EIGRP has a special table, called baekup SAP table, to emulate the behavior
of the periodic SAP protocol. Whenever an inconts#gP update is received, the
information in the update is always stored inhbhekup SAP table. Sanity checks are
performed on the received information; the netwspé&cified in the SAP
advertisement has to be reachable through the b@ighat sent the SAP update.
Only the information that passes the sanity ché&cksnsidered for import into the
main SAP table. The main SAP table contains ordylibst service advertisements
that have passed the sanity checks. The whole ggasdlustrated ifrigure 3-5

Figure 3-5. Incoming IPX EIGRP SAP Update Processin ¢

Processed
irrrmiedd izt ely

\ Sanity

i —
[rzeming SAF update 1 checks

Main SAF
tahble

Fer-neighbor
backup
SAF table

You can display the per-neighbor backup SAP talile tkeshow ipx eigrp
neighbor servercommand as illustrated Example 3-5
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Example 3-5. SAP Backup Table Display

Router> show ipx eigrp neighbor server
IPX EIGRP Neighbors for process 11

H Address Interface Hold Uptime S RTT RTO Q
Seq
(sec) (ms) Cnt Num

1  FFF40000.0000.0000.0002 Se0 11 00:0 1:22. 879 50000
219
Server table for this peer:

Type Name Address Port Hops

4 FileServer 22.0000.0000.0002:0437 4

4 Top2600 1.0000.0000.0001:0837 3
0 FFF40001.0000.0003.0000 Sel 13 00:5 2:5231 2000
423
Server table for this peer:

Type Name Address Port Hops

4 FileServer 22.0000.0000.0002:0437 2

4 Top2600 1.0000.0000.0001:0837 2

Whenever the primary path to a service in the r8AR® table is lost, the EIGRP
neighbor is lost due to topology changes, and s@uod the backup table is scanned
to find alternate information about the lost seegicThis process is illustrated in

Figure 3-6

Figure 3-6. Information Retrieval from Backup SAP T  able

Sanity Main S4F
[ \ checks » table
Fer-neighber
bachkup Periedic scan on
SAF table prirnary path kbaz

Backward Compatibility of IPX EIGRP and IPX SAP

The IPX SAP protocol distributes service reachapitiformation between the
servers and the routers, but it's also used bwdtrkstations to find the desired
services. Novell dedicated several special IPX pAEket types to service
information search purposes; however, several ousigplications do not use these
packets but rely on listening to IPX SAP updateng the services they need. These
applications rely on IPX SAP protocol being presemthe LAN where the
workstations are to find the servers they need.

It's therefore necessary to retain the original 8P protocol on the LAN networks,
and it's also desirable to avoid periodic IPX SA&ssages on the WAN networks to
minimize bandwidth usage. IPX EIGRP defaults watestchosen as follows:

« Periodic IPX SAP messages are always sent over in&Nia regardless of
whether EIGRP neighbors are reachable over the LAN.

« Periodic IPX SAP messages are suppressed on the Mikd\as soon as an
EIGRP neighbor is discovered over that WAN integfac
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Although these defaults satisfy most design scesayiou might find a few
exceptions where you want to disable periodic SA#sages on LAN media or
enable periodic SAP messages on WAN media. The @mdsyou use to fine-tune
the protocols used to deliver SAP information grecdied inTable 3-5

Table 3-5, Commands to Fine-Tune SAP Information Delivery
} Command | Purpose
interface ethernet 0 ipx [Stop periodic IPX SAP messages on LAN media as asan EIGRP

sap-incremental eigrp |neighbor in EIGRP process <as> is discovered
<as>

interface serial 0 no ipx|Send periodic IPX SAP messages on WAN media evaugththere are
sap-incremental eigrp |EIGRP neighbors in EIGRP process <as> reachabletbeespecified WAL
<as> interface

interface serial 0 ipx  [Use EIGRP only for incremental SAP transport. Sappperiodic SAP
sap-incremental eigrp |messages as soon as there is an EIGRP neighbt®RFEprocess <as>
<as> rsup-only reachable through a specified interface, but daanoept any EIGRP
routing updates through the specified interface

In several scenarios, the IPX EIGRP SAP process&egls fine-tuning.

Scenario 1—Transit-Only IPX LAN

In a network where several routers are connectadctimmon transit-only LAN (a
LAN segment which has no servers or hosts connécti)] suppression of periodic
IPX SAP updates on the transit LAN might reduce@®J load on the routers
connected to that LAN. All the routers connectethtransit LAN should run
EIGRP. You should configure periodic IPX SAP suggren on all routers with the
ipx sap-incremental eigrpconfiguration command.

Scenario 2—Mixed WAN Environment

When you run IPX over a multipoint Frame-Relay cection, and some of the
remote routers do not support IPX EIGRP, you havenable periodic IPX SAP
propagation manually using the ipx sap-incremental eigrpcommand. Typically
such situations include Frame Relay networks whexeemote routers do not
support IPX EIGRP (for example, very old Cisco If@fases or third-party routers)
or do not have IPX EIGRP configured.

Scenario 3—Using IPX EIGRP only to Suppress PeriodilPX SAP Update

In very rare scenarios, you might want to use IR&RP to suppress periodic IPX
SAP updates, but you want to retain the IPX rousingcture as computed by IPX
RIP. In these cases, IPX EIGRP should not be uzeaiéite selection because it
might select different paths than IPX RIP, but diollylPX SAP transport. The
command to use on the WAN interfacegpis sap-incremental eigrp rsup-only

Summary

IPX EIGRP's implementation is very similar to IRARP; the user interface, core
algorithms, and protocols are the same, givinggconsistent configuration and
management interface. However, several differerelated to IPX-specific details do
exist:

« Redistribution between IPX EIGRP and IPX RIP isoaustic.

« External protocol metric in IPX EIGRP route is atgd when the route is
propagated between IPX EIGRP neighbors.

« IPX routes received from various IPX routing pratiscare compared based
on their IPX hop count, not on the administrative&ahce as in IP.
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« IPX SAP is tightly integrated into IPX EIGRP to supss periodic IPX SAP
updates and reduce WAN bandwidth utilization.

The 10S implementation of IPX routing protocolslso less flexible than the IP
routing implementation. It has no route maps, adtiative distances, or routing
protocol tags that you can use to control redistidm. Anyhow, the tools available in
the IPX world are flexible enough to provide youwa comprehensive toolbox for
scalable internetwork design, as you will see enftllowing chapters.
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Chapter 4. AppleTalk EIGRP

AppleTalk is the third protocol family supported BIGRP. You have seen the details
of IP EIGRP inChapter 2, "Advanced EIGRP Concepts, Data Strustaed
Protocols,"and the differences between IP EIGRP and IPX EI@RFhapter 3, "IPX
EIGRP."In this chapter, you will see the differences lestw AppleTalk EIGRP and
IP EIGRP.

Although the three EIGRP implementations share comaigorithms, protocols, and
packet formats, the behavior of AppleTalk EIGRPid&s from the common
behavior you saw in IP and IPX protocol families. Start with, the Autonomous
System number used in IP EIGRP and IPX EIGRP ikcep with router-ID in
AppleTalk, preventing the network designer fromldgimg several parallel instances
of AppleTalk EIGRP in the network. This is also nterintuitive to IP EIGRP and
IPX EIGRP users. In the IP and IPX world, the EIGREting process number has to
match between the neighbors; whereas in AppleTalk, &R router-ID must be
unique. This also influenced the CLI interface in Cis@Sl. In the IP and IPX world,
the EIGRP parameters are configured inrtheer eigrp subconfiguration mode; in
AppleTalk EIGRP, they are specified in global cgnfiation mode. The 10S show
commands for AppleTalk EIGRP, on the other han@jmeheir similarity to IP
EIGRPshowcommands, giving the network operator a consistient of all three
EIGRP implementations.

Significant differences exist between AppleTalk #grotocol families, ranging
from address allocation and routing protocol supfmnaming and directory services.
As you might expect, there are several differefstaeen IP EIGRP and AppleTalk
EIGRP implementations. Some of these differencesairfollows:

« Automatic route redistribution between various AppleTalk routing
protocols— IP redistribution always has to be configured nadiyu

« Metric integration of various AppleTalk routing pro tocols— Almost alll
IP routing protocols have completely inconsisterd eacomparable metrics.

All the other features of EIGRP are shared acrthdbrae protocol families. The most
notable are as follows:

« The vector and composite metrics and route selectiles are the same.

« The DUAL algorithm is the same.

« The hello and reliable transport protocols are \gemyilar.

« The topology database contents and associued commands are almost the
same, the only difference being the external mett of an external EIGRP
route.

Similar to IPX EIGRP, AppleTalk EIGRP offers yowfer network design options.
For example, you cannot specify the K-values inlapplk EIGRP. K-values are
fixed, leading to the formula for vector-to-comgesinetric conversion shown in

Equation 4-1
Equation 4-1
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CompositeMetric = BW + DLY

where

10Gbps
minBandwidth

Z d(i lifl_} , microseconds
10

AppleTalk EIGRP also uses slightly different tramdpnechanisms than IP EIGRP:

BW =

DLY =

« AppleTalk EIGRP information is exchanged in Appl&Tpackets. The
internal packet format is the same as for IP EIGRP.

« AppleTalk EIGRP uses a broadcast, not a multicdditess to send routing
updates.

AppleTalk EIGRP Configuration and Route Redistribut  ion

AppleTalk EIGRP configuration is completely diffatdrom IP EIGRP or IPX
EIGRP configuration:

« EIGRP routing is configured with tregpletalk routing command and a
unigue router-ID has to be specified during confagion.

- Other AppleTalk routing protocols are enabled gabled on the individual
interface.

Table 4-1specifies the commands to configure AppleTalk BFGR
Table 4.1, Basic AppleTalk EIGRP Configuration Commands
Task Command
Start AppleTalk EIGRP routing process  |appletalk routing eigrp <router-id>
Stop AppleTalk EIGRP routing process no appletalk routing eigrp <router-id>
Start running AppleTalk EIGRP over an |interface <type> <number> appletalk protocol

interface eigrp
Stop running AppleTalk EIGRP over an |interface <type> <number> no appletalk protocol
interface eigrp
Stop running AppleTalk RTMP over an interface <type> <number> no appletalk protocol
interface rtmp

NOTE

There must be at least one AppleTalk routing pmtaenning on an interface
where AppleTalk is configured at all times. If yaant to disable RTMP on an
interface, you must enable EIGRP first and thealdesRTMP.
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WARNING

When disabling AppleTalk EIGRP routing with the appletalk routing eigrp

command, all interfaces that run AppleTalk EIGRRh&sonly AppleTalk routing

protocol lose their AppleTalk configuration. If yewant to disable AppleTalk

EIGRP and revert back to using RTMP instead oniSpéaterfaces, enable

RTMP on each interface using tappletalk protocol rtmp command before

disabling AppleTalk EIGRP with theo appletalk routing eigrp command.
AppleTalk EIGRP is normally (by default) run in piel with RTMP (the default
AppleTalk routing protocol) on an interface. RTMPPused by AppleTalk hosts to
discover routers and cable ranges assigned toAhg it must always be enabled on
LAN interfaces where AppleTalk hosts are attacl@uhcurrent operation of RTMP
and AppleTalk EIGRP on WAN interfaces definitelyeda't make sense because the
main design goal of AppleTalk EIGRP was to redugh lhandwidth usage imposed
on the WAN links by RTMP. It's therefore recommethdleat you turn off RTMP
(using the command sequence specifiexample 4-) on the WAN links
configured for AppleTalk routing as soon as youda#®ppleTalk EIGRP.

Example 4-1. Command Sequence Used to Turn Off RTMP  on WAN Interfaces

interface serial <number>
appletalk protocol eigrp
no appletalk protocol rtmp

Route redistribution between AppleTalk EIGRP andv®Tis automatic. Under most
circumstances, there is no need to turn the rdalisiton off because the translation of
RTMP metrics into EIGRP metrics at the redistribntpoints assures optimal route
selection. Should you encounter a scenario whdmaic redistribution proves
harmful, you can use the commandd able 4-2to turn it off.

Table 4.2, Configuration Commands to Control AppleTalk Route Redistribution
} Task | Command

Stop automatic redistribution between AppleTalktirggiprotocols |no appletalk route-
redistribution

Re-enable automatic route redistribution betweeplépalk routing |appletalk route-redistribution
protocols

NOTE

IOS implementation of AppleTalk routing is even moandimentary than the IPX
implementation; there are no redistribution filtgyer-protocol filters, route maps,
administrative distances, default metrics, andrso o

Integration of RTMP and AppleTalk EIGRP and AppleTa |k Route
Selection

Automatic two-way route redistribution between rogtprotocols with incompatible
metrics is usually complex and prone to unexpeatetlundesired side effects. The
designers of AppleTalk EIGRP had to take every iptssprecaution to avoid all the
side effects of running RTMP and AppleTalk EIGRR@arently in an AppleTalk
network. They deployed several techniques simiddPtadministrative distance
resulting in a stable implementation that enabtastp deploy RTMP and AppleTalk
EIGRP in almost any combination without worryingpabthe complexity of the
design.

RTMP Refresher
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RTMP is a traditional distance-vector protocol medeafter IP RIP. All the routes
(cable ranges) known to a router are advertisedl tf its neighbors every 10
seconds, and the best routes received from alhbeig are stored in the local routing
tables. RTMP uses the hop count as the only raléetson rule; the route with the
lowest hop count is considered the best.
NOTE
You can change RTMP timers with tappletalk timers global configuration
command. The command applies to all interfaceshiemduter and the same timer
values have to be configured on all routers in gpl&Talk network. Some
vendors' devices do not support configurable RTMferts, making this
functionality unusable in networks where those deviare deployed.
RTMP has additional functionality beyond exchangiogtes between the adjacent
routers. It's used by the AppleTalk hosts to disc@djacent routers and cable ranges
assigned to the LAN to which the host is attached.
NOTE
In environments where AppleTalk EIGRP is deployed the only routing devices
in the network are Cisco routers, you can save \waltd and router CPU by using
RTMP only for advertising information to AppleTatiosts. Use the interface
configuration commandppletalk rtmp-stub, in these cases to prevent RTMP
from distributing routing information.

Redistribution between RTMP and AppleTalk EIGRP

A router running AppleTalk EIGRP performs automaédistribution between
RTMP and AppleTalk EIGRP unless you disable it watte of the commands from
Table 4-1 RTMP routes are redistributed into AppleTalk ERSBs external EIGRP
routes and the RTMP hop count is copied into thedount field of EIGRP vector
metric. The bandwidth portion of the EIGRP vect@tne is set to 9.6 kbps for
redistributed RTMP routes, so routers prefer naippleTalk EIGRP routes under
most scenarios. You can display the detailed Apglle EIGRP metric, including the
hop count, with thehow appletalk eigrp topology <cable-rangeeommand, as
shown inExample 4-2

Example 4-2. Detailed Display of an External AppleT  alk EIGRP Route

Router>show appletalk eigrp topology 100-100
AppleTalk-EIGRP topology entry for 100-100
State is Passive, Query origin flag is 1, 1 Succes sor(s)
Routing Descriptor Blocks:
4080.83 (Serial0), from 4080.83

Composite metric is (2198016/53760), Send fla g is 0x0, Route is
Internal

Vector metric:

Minimum bandwidth is 1544 Kbit

Total delay is 21100000 nanoseconds

Reliability is 255/255

Load is 1/255

Minimum MTU is 1500

Hop count is 2

As you can see fromaxample 4-2an AppleTalk EIGRP route contains the same
parameters as an IP EIGRP route, apart from thereadtdata portion, which is not
present in external AppleTalk EIGRP routes.
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When an AppleTalk route is propagated through aplé&palk EIGRP network, its
vector metric is adjusted according to EIGRP ventetric adjustment rules. The
hop-count part of the vector is also adjustedhasva inEquation 4-2resulting in a
correct hop count that can be exported in RTMPgtradistribution point.
Equation 4-2

Delay . = Delay,, . .+ Delay Interface
Bandwidth,,, = min(Bandwidth p,;...,. Bandwidth ;”,t.rﬁ,{.:.)
MTUNE‘W = min(MTUR:‘c:‘h‘e’d’ MTUM!H:}E!:'{')

HopCount,, = HopCount + 1

Received
To ensure optimal routing and prevent routing loops mixed RTMP/AppleTalk
EIGRP network, route selection rules similar tatfninistrative distances are
implemented. The AppleTalk routes are preferretthénfollowing order:

- Static AppleTalk routes configured with thppletalk static cable-range
command

« Internal AppleTalk EIGRP routes (routes that haseen passed through
RTMP)

- External AppleTalk EIGRP routes (routes that wewgppgated by RTMP
somewhere along the routing path)

« RTMP routes (routes that were only propagated bWR)"

« Floating static AppleTalk routes configured witke #ppletalk static cable-
range...floating command.

NOTE

Due to RTMP—AppleTalk EIGRP redistribution rulegoaite that was carried in
AppleTalk EIGRP somewhere in the network but adiaéthe current router
through RTMP is indistinguishable from a route that carried by RTMP all the
way from the source to the current router.

Sample Redistribution Scenarios

In this section, you'll see how the rules from pinevious section ensure that all the
routers in a mixed RTMP/AppleTalk EIGRP network ajw select the optimal route.
The following scenarios are evaluated:

« RTMP and AppleTalk EIGRP running concurrently ogdinks

+ RTMP running only on the LAN interfaces and Appl&TBIGRP on all links

« A misconfigured network where the AppleTalk EIGRRunning on high-
speed WAN interfaces and RTMP is running on a baskdow-speed WAN
link

« A misconfigured network where the AppleTalk EIGRbdhin is
discontinuous

Scenario 1—Concurrent RTMP and AppleTalk Operation
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All routers in the network run RTMP and AppleTallkaRP on all interfaces, as
displayed inFigure 4-1

Figure 4-1. Scenario 1—RTMP and AppleTalk EIGRP Are  Running Everywhere

Elrauo- Charlie
2 Mbps
2 Mbp= 2 Mbpz
Fred Barney P
64 kbps | '
Alpha Deltz T
-« Cahble-range 100-110 Cable-range 200-210 -
RTMP

- »>

AppleTalk EIGRP

The cable range on the LAN interface attached wberoAlpha is propagated to file
server Barney and the remote PC in several steps:

Step 1.Alpha propagates information about cable rangelll@via RTMP to Bravo
and Delta (RTMP hop count = 1).

Step 2.AppleTalk EIGRP is running on the LAN interfacerofiter Alpha. Cable-
range 100-110 is therefore inserted in Alpha's B¥Gépology database and
propagated to Bravo and Delta via EIGRP with a ¢mymt of 1.

Step 3.Bravo receives the RTMP and EIGRP information alto& cable-range 100-
110, so it uses the EIGRP route. Similar processagpens on Charlie.

Step 4.Delta receives RTMP and EIGRP routes from Alphih(@ hop count of 1)
and Charlie (with a hop count of 3). EIGRP routesmeferred over RTMP routes
and the EIGRP route through Charlie has better csitgpmetric. Charlie becomes
the AppleTalk EIGRP successor, and Delta seleetEt®RP route through Charlie
as the best route, leading to optimal AppleTalkirau

Step 5.Delta redistributes the AppleTalk EIGRP route reeé through Charlie to
RTMP. The final RTMP hop count is 4, making it istinguishable from a native
RTMP route coming through the same set of routers.

Scenario 2—RTMP Running on LAN Interfaces Only

In the second scenario, where RTMP is running onlyAN interfaces (seEigure
4-2), the route selection process is even simplerusecthere are no competing
RTMP and AppleTalk EIGRP routes. Alpha redistrilsu®I MP routes for cable
range 2-3 received from Fred into AppleTalk EIGBRRJ Delta selects the best
AppleTalk EIGRP route going through Charlie andv@rarhat route is redistributed
back into RTMP resulting in the proper RTMP hopmou

Figure 4-2. Scenario 2—Running only RTMP on LAN Int  erfaces
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AppleTalk EIGREP

EIralrc- Charlle
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Scenario 3—Running RTMP on Some WAN Links

The third scenario represents a misconfigured nétenat still selects the optimal
route; the AppleTalk EIGRP domain is contiguoud,dnly RTMP is running over
the slow-speed link between Alpha and Delta Sgare 4-3.

Figure 4-3. Scenario 3—AppleTalk EIGRP Not Running  on All WAN Links
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In this scenario, the propagation of cable-ran@efidm Fred to Barney is done in the
following steps:

Step 1.Alpha receives RTMP update from Fred (hop couhj.zAlpha redistributes

it into AppleTalk EIGRP and forwards it to Deltadsngh RTMP with a hop count of
2.

Step 2.Delta receives the AppleTalk EIGRP route througaw and Charlie and the
RTMP route from Alpha. The EIGRP route is preferoeeér the RTMP route.

Step 3.Delta redistributes the AppleTalk EIGRP route iRfBMP. Barney receives
the RTMP route with the hop count of 5.
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Scenario 4—Discontinuous AppleTalk EIGRP Domain

In the last scenario, AppleTalk EIGRP runs onlyestn Alpha and Bravo and
between Charlie and Delta (degure 4-3.

Figure 4-4. Discontinuous AppleTalk EIGRP Domain
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The propagation of cable-range 2-3 advertised bg Between Alpha and Delta is
more complex:

Step 1.Alpha receives RTMP update from Fred with a hopnt@f 1.

Step 2.Alpha redistributes the RTMP information into Apphlk EIGRP and also
propagates RTMP information to Delta with a hoprdaaf 2.

Step 3.Alpha sends AppleTalk EIGRP information to Bravo.

Step 4.Bravo redistributes AppleTalk EIGRP informatiocee/ed from Alpha into
RTMP. The RTMP information is sent to Charlie wétihop count of 3.

From this moment on, there are two possible scesdnased on the exact timing of
the RTMP and EIGRP events:

+ Delta redistributes RTMP information received fréipha into AppleTalk
EIGRP and then to Charlie. Charlie prefers the Applk EIGRP route from
Delta over the RTMP route from Bravo, resultinguboptimal routing.

« Charlie receives the RTMP information from Bravddoe Delta redistributed
RTMP information from Alpha into AppleTalk EIGRPh& RTMP
information from Bravo is the best route Charlis laathat moment, so
Charlie redistributes it into AppleTalk EIGRP amem sends it to Delta.
Router Delta is faced with an AppleTalk EIGRP roamel an RTMP route.
AppleTalk EIGRP route is preferred resulting inioyal routing.

In conclusion, to ensure optimal AppleTalk routingder all circumstances, the
AppleTalk EIGRP process must always be contigublugtiple, sequential
redistribution between RTMP and AppleTalk EIGRPardeads to routing loops, but
it might lead to suboptimal AppleTalk routing.

Summary
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AppleTalk EIGRP implementation is similar to théet two EIGRP

implementations; the network operator user interfaghow commands), core
algorithms, and protocols are the same, givingaeonsistent management interface.
The differences related to AppleTalk protocol sdigails or specifics of AppleTalk
EIGRP implementation are as follows:

« AppleTalk EIGRP does not support multiple instanale&ppleTalk EIGRP in
the same router or multiple AppleTalk EIGRP ins&swnning over the
same, shared media.

« AppleTalk EIGRP's associated routing process paesiare configured
globally on the router, whereas similar IP EIGRRRX EIGRP parameters
are configured under theuter eigrp router configuration mode for IP
EIGRP and IPX EIGRP.

« The EIGRP Autonomous System number is replacedmiiter-ID in
AppleTalk EIGRP. The router-IDs have to be uniqueaghout the
AppleTalk EIGRP network, whereas the Autonomoude&yganumber must
match between all the routers running the samanstof IP or IPX EIGRP.

« Redistribution between RTMP and AppleTalk EIGRRusomatic.

« No external data portion of the AppleTalk EIGRPteoexists when an RTMP
route is redistributed into AppleTalk EIGRP. Thekmunt variable of the
EIGRP vector metric is used to transport RTMP hapnt through the
AppleTalk EIGRP domain.

- AppleTalk EIGRP routes are always preferred oveMRToutes.

The 10S implementation of the AppleTalk routing fmels is also less flexible than
the IP routing implementations; no route maps,edilters, administrative distances,
or routing protocol tags exist for you to contretlistribution. Your choices in
AppleTalk network design are thus more limited.
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Part Il: Designing Enterprise EIGRP Networks

Chapter SScalability Issues in Large Enterprise Networks
Chapter EEIGRP Route Summarization

Chapter Route Filters

Chapter 8efault Routes

Chapter 9ntegrating EIGRP with Other Enterprise RoutingtBcols
Chapter 1Mesigning Scalable IPX EIGRP Networks

Chapter 11Designing Scalable AppleTalk EIGRP Networks
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Chapter 5. Scalability Issues in Large Enterprise
Networks

Many customers who deploy EIGRP in their small reks are surprised to learn that
EIGRP cannot scale forever without the network&giebeing taken into account.
Quite a few of these networks have no network mamagt whatsoever (or network
management might be limited to monitoring link wpah status), so the starting
symptoms of potential network meltdown are ofteertmoked, and the network
manager reacts only when it's too late—when thevortis gone and the phones start
to ring.

This chapter introduces the EIGRP scalability issaepresenting a poorly designed
network that grew until it melted down. The concefpquery boundaries, which is
crucial to EIGRP scalability, is also defined, d@he chapter finishes by defining a
poorly performing benchmark network that will beedghroughout the scalability

part of this book to show how different scalabilibpls can improve the stability of
EIGRP networks.

Case Study 1—Large Enterprise Network Experiencing
Meltdown Situations

For more information on this case study, please visit

http: //mww.ciscopr ess.comveigrp.

DUAL-Mart is a large department store chain witllets throughout the United
States. It based its communications on PC-to-PQhamication over dial-up links.
Installation of client-server applications (MicrdisBxchange and SAP/R3) that did
not support this type of connectivity forced itimaplement a routed network. The
company was warned that some applications would barthe client computer when
the session with the server was lost, so it watdechplement a routing protocol with
fast convergence (ruling out RIP). It chose EIGRRh& routing protocol in its
network because it seemed to be the easiest temagit and it offered the fast
convergence that some applications required.

The initial pilot network, as shown Figure 5-1 was extremely easy to set up and
operate. After reading a couple of books and wpegeers from various vendors,
DUAL-Mart decided to use the following approach:

Figure 5-1. DUAL-Mart Initial Pilot Network
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+ Frame Relay was used for WAN connectivity conngcéach remote office
with the central site through a Frame Relay permiawetual circuit (PVC).

« Asingle router was used in the central site.

- Private IP address space was used. It decidecetoate/ork 10.0.0.0/8
subnetted to /24.

The addressing scheme was not documented becawose fielt that was needed. IP
subnets were sequentially assigned to new brarashétgey were connected.

The pilot network was a huge success. After sodmngthe organizational problems
and bugs in the new applications, the deploymestweay smooth, and the network
was never seen as an obstacle. The project marespemsible for pilot network
setup was promoted, and the CIO decided on a daiigk-scale rollout.
Unfortunately, the production rollout was not ascassful as the initial pilot. In the
first few weeks, everything worked well. After a Nl however, users in different
branch offices experienced unexplained outagesthdd not be related to Frame
Relay link failures between their locations anddkatral site. It seemed that these
outages started to happen after a few sites inteeloncations were connected. These
sites were connected to the DUAL-Mart network viiw-speed links with no
bandwidth guarantees (Committed Information RathefPVC was set to zero) due
to the very low requirements of these locations.

Nobody correlated the outages the users experiamitiedhe link flaps at the newly
connected location until one of the locations stitb experience a long series of link
flaps resulting in complete network meltdown. Tleéwork management station
logged these flaps and the correlation was so oiswigat no one could deny the
connection between these two events.

A task force was formed to solve the problem, aridad a few obvious things:

« An additional central router was added to relidwefirst router that had more
than 200 remote sites connected to it at that firhe.stability of the new
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network (shown irkigure 5-3 temporarily improved but got worse after some
more locations were added.

Figure 5-2. DUAL-Mart Network with Two Central Rout  ers
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- Distribution-layer routers were introduced in thegle regions to give the
network some hierarchical structure. After spendingr a hundred thousand
dollars for the additional equipment and even niorehanging the Frame
Relay connections and router configurations, tek farce was faced with
defeat; the stability of the network kgure 5-3did not improve.

Figure 5-3. DUAL-Mart Network after Introduction of Distribution Routers
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Finally, the CIO insisted on bringing in externalh A professional services
company was engaged, and on the first visit, itsattant pointed out several items
that should have been obvious:

115



« Every large network must have a hierarchical stmect

« This structure must be supported by a good adaigssheme.

« Every modern routing protocol must have tools ttzat use the hierarchical
structure and corresponding addressing schemeke tha network scalable
and stable.

The consultant also used technical termsdikamarization, route filters, anddefault
routes and tried to explain to DUAL-Mart designers thaty have to be used to
implement query boundaries in EIGRP.

After a thorough network redesign, which includeer&rchical network restructuring,
IP readdressing, and the introduction of redunddeatures, costing DUAL-Mart
even more in additional hardware, services, logtmae, and so on, DUAL-Mart had
a stable hierarchical network, as showitigqure 5-4 The network has since been
expanded from 200 locations to well over 3000 liocest, and DUAL-Mart never
again experienced the meltdown that marked itmlddrge-scale deployment.

Figure 5-4. DUAL-Mart Hierarchical Network
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NOTE

The DUAL-Mart case study illustrates the typicatisarios I've seen in many
enterprise and service provider networks. All thesesvorks started small, and
their growth was largely uncontrolled because ttigireal network designers were
busy doing something else and the network operaters not trained to detect the
symptoms of potential EIGRP problems.

Most of these networks operated well for a whilGRP is able to take a lot of
abuse before breaking.) However, the introductiioa mew element would
unexpectedly push the network over the edge. Theatement could be anything
from adding more locations or adding locations Mlélpping connections to the
central site to introducing roaming users accesssiaghetwork through ISDN dial-
up connections.

Dristribution
Foutar

Why Did DUAL-Mart Fail?
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Several things went wrong in DUAL-Mart, from lackreetwork design to lack of
thorough network monitoring and feedback procedsgsonly the EIGRP-related
mistakes are covered here.
DUAL-Mart experienced one of the less-understoaduiees of EIGRP; all the routers
running EIGRP are very tightly coupled through diffusing computation
mechanism. For example, when a remote LAN is losttd a link failure, all the
remaining routers in the network have to agreettiexe is no alternate path to that
LAN. Each router receives a query packet and repli¢h a reply packet. The router
originating the diffusing computation must wait iliatl the replies come back before
deciding that the route is really lost. The tigbtipling of all the routers also implies
that a single bottleneck (oversubscribed link, thgated router, and so on) can bring
the whole network to its knees.
The direct cause for the network meltdown in adisin scenarios isQuck-in-Active
(SYA) event. When a router doesn't receive a resporseoery within the active
timer period (the default value is three minutésgssumes that the router that isn't
responding has failed and clears the adjacency.dhs of an adjacency normally
results in even more lost routes, more queriespasdibly more SIA events could
happen somewhere else in the network. The chantioeariggered by the first SIA
event could eventually bring the network down.

NOTE

Some engineers might suggest that the SIA scedascribed previously can be

avoided by increasing the SIA timer value. | fotdsfdisagree with this idea. An

SIA signals that your network is unable to convesghin three minutes, which is

probably unacceptable for most applications. If go@iwilling to accept three-

minute convergence, you could easily use RIP.

SlAs are therefore not something that should begmted by extending the

timeout value; instead, they tell you that someghenfundamentally wrong with

your network. Whenever you experience an SIA, yaxethto use scalability tools

to introduce more query boundaries and reduceuh#er of routes carried by

individual routers. Extending (or even disablinigg SIA timer is just a temporary

cosmetic measure that does not solve the problermnby prolongs the headache

(allowing it to grow bigger before it becomes uniadxde).
The initial DUAL-Mart network shown ifrigure 5-1lexperienced SIAs due to a large
number of neighbors of the central router. Follagy@wnFrame Relay DLCI flap, the
central router queried all the remaining remotatmns about whether they had an
alternate path to the lost remote office. Undertbavy load placed on the Frame
Relay connection by a large number of query packie¢se packets were lost due to
congestion (resulting in EIGRP retransmissiongjedayed by the EIGRP pacing in
the central router.

NOTE

Proper EIGRP configuration on Frame Relay integazan significantly diminish

the bursts placed on the Frame Relay network byREI@rocess. Please refer to

Chapters 12, "Switched WAN Networks and Their ImpacEIGRP,"and13,

"Running EIGRP over WAN Networksfor more detalils.
However, because the DUAL algorithm is not awararof underlying transport
protocol problems, it triggers SIA events even wttenbottleneck is the outgoing
interface of the local router. In the DUAL-Mart natrk, the SIA resulted in
adjacency loss with a random remote office. Usetkat remote office experienced
connectivity loss during the rebuilding of the EIBRdjacency even when the Frame
Relay link connecting them to the rest of the nekwaorked flawlessly.
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The second central router that was introduceddaae the load of the first router
(refer toFigure 5-3 reduced the number of neighbors, making the 88& probable.
However, when the number of remote offices incréaggin, the situation only got
worse. The SIA occurred between the central raartdrthe remote office or between
the central routers, as showrHigure 5-5

Figure 5-5. Stuck-in-Active between Core Routers in DUAL-Mart Network
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Let's work through one possible scenario to seetivisyis. Assume that Alpha
detects a lost route and starts a diffusing contfmutaquerying all its remote
neighbors as well as the other central router (B8&&@ta would further query all its
remote neighbors. (These query packets are mé&k@aery in Figure 5-5) Given
that one of Beta's neighbors doesn't ever answeayubry with a reply, due to a slight
delay between the start of the diffusing computata Alpha and the moment Beta
receives the query and starts processing it, tAdiBleout is likely to expire on
Alpha first. Alpha then clears its adjacency witet&resulting in loss of
approximately half the routes in the network.

NOTE

The SIA time has some jitter, so it is possibledome router, other than the router

that started the diffusing computation, to exper@8IA first. In our scenario, the

odds favor Alpha, but it's not certain that the Ment will happen on router

Alpha every time.
Introduction of distribution routers into the DUAWart network was a good idea; the
only mistake the team made was that it did nobthice distribution routers
throughout the whole network. Some remote offi¢dislisked to the central routers.
The links to these remote offices continued toesent bottlenecks that could cause
SIA events after the number of remote locationsgased again. Assuming that the
links to remote offices were the only bottleneckha network irFigure 5-6and
could thus become congested during diffusing coatpn, the SIA might occur in
one of two places:
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Figure 5-6. SIA Event Occurs on the Central Router  if the Link between Central Router
and Remote Office Fails
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« The SIA could happen between the distribution aoe couter in case the link
to a remote office connected to a distribution eotiiled.

« The SIA could also happen between the core ro(ethe core and
distribution router) if the link to a remote offickrectly connected to the core
router failed. (This scenario is illustratedrimgure 5-6)

Case Study Summary

To conclude this case study, let's summarize soles learned from the DUAL-Mart
fiasco:

« Every network that could potentially grow (and ttaywill) must be carefully
designed with the growth in mind.

« The network structure must be hierarchical, anchétevork-addressing
scheme must support the use of scalability toalsh e.s address
summarization and default routes.

« The network must be monitored during extensive ginaw the introduction of
new services, such as dial-up connectivity, anchéteork design must
eventually be adapted to keep it stable and s@labl

Query Boundaries—What They Are and Why They Are Use  ful

The discussions in the previous section pointedfmitmajor design requirement for
large EIGRP networks: Reduce the number of roatesfand the diffused
computation diameter (for example, the number ofers involved in diffused
computation). Based on rules in "Diffusing Compiatat in Chapter 1, "EIGRP
Concepts and Technologyhly a few ways to limit the query propagationgrdtally
resulting in smaller query diameter exist:
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Query received when the route is already activeThis rule is not applicable
to query diameter reduction.

Query received from the only successor with the rder having no other
EIGRP neighbor. This rule limits the logical network topology ttaslike
shape, which is not a viable implementation opironetworks that require
built-in redundancy.

Query received but the route is not in topology datbase. This property of
EIGRP diffused computation enables the networkgiesito establish query
boundaries that stop diffused computation from aqbireg throughout the
EIGRP autonomous system. To make use of this thaeroute propagation
must be limited by mechanisms such as route fittersute summarization
resulting in smaller topology databases and smallery diameters.

Only two ways to successfully reduce the EIGRP gdeameter resulting in reduced
convergence time and prevention of SIA events exist

You can reduce overall EIGRP AS size (resultingand boundaries that
EIGRP queries cannot cross) by introducing additioouting protocols like
RIP in the access layer or Border Gateway Prot®GP) in the network
core. This approach can be efficiently implementeldrge networks with
good multilayer structure, as you will seedhapter 9, "Integrating EIGRP
with Other Enterprise Routing Protocols."

You can establish query boundaries by using t@oish as route
summarization, route filters, and default routdsede tools and the query
boundaries they establish are discussdghir |1, "Designing Enterprise
EIGRP Networks,together with appropriate design guidelines.

Monitoring the Stability of Your EIGRP Network

One of the summary conclusions of the DUAL-Martecagidy was that network
performance must be constantly monitored to discpwential symptoms of EIGRP
overload well before the EIGRP is pushed beyontiniis.

To monitor EIGRP performance in your network taifout whether you might be
faced with EIGRP meltdown problems in the futuray gan use the following tools:

Use thesyslog or any other logging tool, such as Resource Manageentials
(RME), to discover an SIA event as soon as it aacur

Monitor the EIGRP traffic wittshow ip eigrp traffic command on your core
routers. If the number of queries per second ik,ltgances are that some
remote router will not be able to cope with all theeries. The relevant fields
in command printout are highlighted lixample 5-1

Example 5-1. show ip eigrp traffic Printout

router#show ip eigrp traffic

IP-EIGRP Traffic Statistics for process 109
Hellos sent/received: 8407089/6214188
Updates sent/received: 2032447/1960578
Queries sent/received: 668047/707959
Replies sent/received: 717771/673734
Acks sent/received: 3286950/3142927
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Input queue high water mark 10, O drops

It's important to note that there is no right valolethe number of queries a
router sends or receives. The only relevant valua inetwork is a long-term
average when the network is stable. If the numbgueries in a certain time
interval rises well above that average value, #tevark might be facing
instabilities that could potentially result in EIGRroblems. If, on the other
hand, the number of queries and replies per mistalgs constantly high, the
network never reaches a stable state, which atBoates a potential problem.

Monitor the number of active routes and the timeytstay in active state with
theshow ip eigrp topology activecommand. The relevant fields in the
command printout are highlighted ixample 5-2 A high number of active
routes indicate an unstable network, and activéesothat stay active for a
long time indicate that the network is convergitfaydy, potentially resulting
in Stuck-in-Active routes.

Example 5-2. show ip eigrp topology active Printout

router#show ip eigrp topology active
IP-EIGRP Topology Table for process 1

Codes: P - Passive, A - Active, U - Update, Q - Que ry, R -
Reply, r - Reply status

A 10.2.0.0/16, 0 successors, FD is 40793600, Q
1 replies, active 00:01:45 , query-origin: Local origin
via 10.4.0.1 (Infinity/Infinity), Ethernet 0
Remaining replies:
via 10.5.0.4, r, Serial0

Case Study 2—Diffused Computation in Hierarchical N etworks

For more information on this case study, please visit
http: //www.ci scopr ess.com/eigrp.

The hierarchical DUAL-Mart network, as shownHmure 5-7 is used here to
benchmark the effects of various scalability tawisstability of the network. In this
case study, no scalability tools are used to d@statiie baseline behavior.

Figure 5-7. Hierarchical DUAL-Mart Network
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NOTE

Good network design separates the LAN on whichrdesit traffic is exchanged

from the LAN on which the central servers are ptadecause most of the traffic

in the DUAL-Mart network is exchanged between ta@ote offices and the

central site due to the client-server nature ofapglications, no need for a separate

transit traffic LAN exists.
The network uses a good IP addressing schemesthdapted to its hierarchical
structure. The parts of the addressing schemeamdor our case study are shown in
Table 5-1 (WAN links and loopback interfaces are ignored.)

Table 5-1, IP Addressing Scheme in DUAL-Mart Network
} Router Name | LAN IP Subnet
(Core-A, Core-B 110.0.1.0/24
'DR-x (x being the region number) 110.x.0.0/24
'RO-xy (x being the region number, y being the @fiumber within region) | 10.x.y.0/24

The DUAL-Mart network uses only Frame Relay forW#\N transport. The
connections between distribution sites and the sibeeare redundant usisgadow
PVCs offered by the service provider. Primary PVCs a@d-mmumbered distribution
routers connect to Core-A with shadow PVCs conmkettieCore-B. Primary PVCs of
even-numbered distribution routers connect to Gweth shadow PVCs connected
to Core-A.
NOTE
A shadow PVC is a feature offered by some FramayR&trvice providers where
the customers get two PVCs for the price of onesutite condition that the
shadow PVC is used marginally (for routing traffidy) when the primary PVC is
available. If the customers exceed the traffictiom the shadow PVC while the
primary PVC is available, they are charged for BXCs. It's therefore very
important that the routing works correctly and theters avoid sending any
unnecessary data over the shadow PVCs.
The Committed Information Rate (CIR) of the prim&yC is 512 kbps; the CIR of
the shadow PVC is 256 kbps. PVCs between distohututers and remote offices
have a CIR of 64 kbps. All the Frame Relay linkshie network are configured over
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point-to-point subinterfaces. The bandwidth seFcame Relay subinterfaces is set to
CIR value. The delay on most subinterfaces wastdfte default value of 20,000
microseconds. The delay on the shadow PVC subaatesfhad to be increased to
40,000 microseconds for proper routing.

Exercise 5-1

The DUAL-Mart network was initially implemented Isgtting the proper
bandwidth on the Frame Relay subinterfaces. Duhedunctional tests, it
was discovered that the traffic from the distribatrouter toward the server
LAN flows only over the primary PVC, whereas theura traffic from the
servers to the remote offices might also flow abershadow PVC. The
return traffic toward the clients on the distrilautisite LAN always flew ove
the primary PVC. The shadow PVC usage was even pror@munced wher
the traffic flows between the remote sites conreetwedifferent distribution
routers were examined.

Why did the return traffic flow over shadow PVC? Wiere only the
remote offices affected? Why did the increasedydefathe shadow PVC
subinterface solve the problem?

To establish baseline EIGRP behavior in the DUALAMeetwork, let's examine three
typical failures:

« The PVC between distribution router and remoteceffails.
+ The shadow PVC fails while the primary PVC is aetiv
« The primary PVC fails and the traffic is reroutecepthe shadow PVC.

All failures will only be evaluated in region 1. &lbehavior of all the other odd-
numbered regions is identical. To get the behavidhe even-numbered regions, just
change Core-A and Core-B in the evaluations.

EIGRP behavior depends heavily on successors astbfe successors. All the
relevant successors and feasible successors fousatestinations are summarized in
Table 5-2

Table 5-2, Successors and Feasible Successors in DUAL-Mart Network
| From Router | To LAN | Successor | Feasible Successor
Core-A RO-1x DR-1 none
Core-B RO-1x Core-A DR-1
DR-1 RO-1x RO-1x none
DR-1 Server LAN Core-A Core-B
DR-1 DR-x Core-A Core-B
DR-1 RO-xy (x > 1) Core-A Core-B
DR-x (x > 1, x odd) DR-1, RO-1x Core-A Core-B
IDR-x (x > 1, x even) | DR-1, RO-1x | Core-B Core-A

Exercise 5-2

The reader is kindly invited to verify the contenfSable 5-2

Remote Office PVC Failure
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This scenario seems to be the easiest one to $enililae expected result is that all
the routers in the network become involved in tiifising computation and agree
that no route to the remote subnet exists. Howeherredundancy between the
distribution and core routers gives rise to intengsphenomena that make this
scenario worth examining step-by-step.

Step 1.When the PVC between DR-1 and RO-11 fails, DRsksats successor for
the subnet 10.1.1.0/24. DR-1 doesn't have a feasilcessor, so the route becomes
active and queries are sent to all other remoteesffin region 1 as well as Core-A
and Core-B (seEigure 5-§. These packets are labeled Q(1) to denote Quasryeps

in Step 1.

Figure 5-8. Remote Office PVC Failure—Step 1
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Step 2.Core-A receives the Q(1) packet from its succeksahis destination and
checks its topology table for an alternate patttaBse it has no feasible successor, it
marks the route active and generates queries iis allher neighbors. The other
remote routers in region 1, RO-1x, also receivegihery, Q(1) from their successors,
but they have no other neighbors, so they immegiagply that they have no other
route toward the lost subnet. Core-B, however,ivesehe query from a
nonsuccessor and replies immediately with an aterroute going through Core-A
(seeFigure 5-9. The query packets generated in the second stdpleeled Q(2), and
all the replies are labeled with the metric thegryca

Figure 5-9. Remote Office PVC Failure—Step 2
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NOTE

The step-by-step evaluation of DUAL behavior irstbcenario and all the

following scenarios in this chapter depends ortitheng of the query and reply

packets and therefore represents only the mogdy legjuence of events. For

example, Core-B could receive the query packet f@ore-A before it receives the

guery packet from DR-1.

NOTE

After Step 2, the DR-1 might almost conclude that¢ is an alternate path to

subnet of RO-11, but it\xd5 s still missing a refsym Core-A. The route is

therefore still active, and the next hop cannothenged.
Step 3.Core-B now receives a query packet from its sigmed he route becomes
active on Core-B, and it sends queries (labeled)@d3all its other neighbors (all the
distribution routers, including DR-1). In the meaam, DR-2 through DR-n receive
the Q(2) packet and immediately reply. For evenpaired DR routers, Q(2) is
received from a nonsuccessor, and the reply cahreemetric toward Core-B. The
odd-numbered DR routers receive Q(2) from the ssmre but they have a feasible
successor (Core-B). An update packet is also semt 6dd-numbered DR routers
toward the remote offices to inform them that thete cost has increased ($egure

5-10).

Figure 5-10. Remote Office PVC Failure—Step 3
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Step 4.When DR-1 receives the query Q(3), it immediatelglies with infinite
metric because the route is already active anfetimble distance of the route is
infinity. All the other DR routers receive Q(3) frothe current successor and
continue the diffusing computation; queries ard seall remote offices and Core-A
(seeFigure 5-1). In the meantime, the remote offices in odd-nurath@egions have
received the update packet U(Core-B) reportingst ioerease from the successor.
They mark the route active, but they have no atiegghbors. The active state ends
immediately, and the new higher cost is accepted.

Figure 5-11. Remote Office PVC Failure—Step 4
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Step 5.All the remote offices receive the Q(4) query petdkom their successors, but
they have no other neighbors, so they immediagglyrwith infinite metric and
remove this destination from their topology andtimgitables. Core-A also replies
with an infinite metric because the route is algeactive and the reported distance is

set to infinity (sed-igure 5-12.

Figure 5-12. Remote Office PVC Failure—Step 5
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Step 6.The diffusing computation on the DR routers (ajfrarn DR-1) is complete,
resulting in the conclusion that subnet 10.1.1.@824nreachable. This result is
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reported back to the router that triggered theudiffg computation on DR routers—
Core-A. The reply packets from the DR routers i@\ inFigure 5-13

Figure 5-13. Remote Office PVC Failure—Step 6
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Step 7.Core-A has only one outstanding query at this tp@ore-B still hasn't

replied. When Core-B receives all the repliesdayiieries, it reports the result (subnet
unreachable) to Core-A—the router it received thgimal query from (refer to

Figure 5-9. The diffusing computation is now complete on &gy, it reports that

there is no alternate route to the lost subnetRelland removes this destination from
its topology and routing tables. Core-A's replypi@-1 allows DR-1 to complete the
diffusing computation it started figure 5-8

Exercise 5-3

Repeat the EIGRP simulation with different timirgg@amptions. For
example, assume that Core-B received the Q(2) p&cdka Core-A in
Figure 5-9before it received the Q(1) packet from DR-1.

As it turns out, the simple nonredundant PVC failta a remote office involves all
routers in the DUAL-Mart network in the diffusingmputation, as was expected.
The unexpected side effects are some intermedhatdts that also result in data
traffic unnecessarily being shifted to shadow PViGsexample, traffic from odd-
numbered regions toward RO-11 in the interval betwigigure 5-10 t&igure 5-1).

Shadow PVC Failure

Shadow PVC failure between DR-1 and Core-B is #®est failure scenario (see
Figure 5-13. Both DR-1 and Core-B notice a neighbor failuoe do hold time
expirations or a subinterface going down, but thigmbor is not a successor for any
route. The paths learned from the lost neighboséeatly deleted from the topology
database, and no other routers are involved.
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Figure 5-14. Shadow PVC Failure
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Primary PVC Failure with Traffic Rerouting

PVC failure between DR-1 and Core-A ($egure 5-1% does not present a serious
problem for DR-1 because it has a feasible succéssall the routes for which
Core-A was a successor. Core-B is immediately tsdegs the new successor, and a
large number of updates are sent to all remoteadfbecause the EIGRP metric for
all destinations in the network increased. Theskates trigger a diffusing
computation on all remote office routers in regigrbut as they have no other
neighbors to query, the diffused computation is edrately terminated. In any event,
a large number of updates are sent to the remfite®because this is a big network,
unnecessarily loading the low-speed Frame Relagexiions between DR-1 and
remote office routers.

Figure 5-15. Primary PVC Failure and the Resulting  Action on DR-1
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The situation is more complex at the core site:

Step 1.Core-A loses its successor for all the remoteceffiand DR LANS in region
1, and it has no feasible successor. Core-A mais ef the routes as active and
starts a diffusing computation for each of themefs (labeled Q(1)) are sent to
Core-B and all other distribution routers ($égure 5-16.

Figure 5-16. Primary PVC Failure—Step 1
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Step 2.Core-B receives Q(1) from the successor, but [scaunas a feasible
successor for all of the queried routes, it catyrgpmediately. It also sends an
update reporting increased EIGRP metric to alldis&ibution routers.

Step 3.Even-numbered DR routers (DR-2kigure 5-16 receive Q(1) queries from a
nonsuccessor. They delete the entry previouslyveddérom Core-A from their
topology databases and reply with their best rdutgugh Core-B.

Step 4.0dd-numbered DR-routers, however, receive Q(Ipftioeir successors.
They have a feasible successor for every queriaie (€Core-B), so they select Core-
B as their new successor and reply with the newroege. They also send updates
reporting metric increases for a large number afes to each of the remote offices
connected to thenkigure 5-17shows steps 2—-4.

Figure 5-17. Primary PVC Failure—Steps 2—-4
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NOTE
From this moment until the network converges, ta#it from odd-numbered
regions toward region 1 flows over two shadow PV@e that is allowed to be
used (region 1) and another one that should hase &eoided.
Step 5.Core-A received all the replies to its query;anhmow select the best route
that goes through Core-B. Because the successdahamaterface through which the
successor is reachable have both changed, Corpeftsea new metric for all the
affected routes to all DR routers. An update notimg destination is unreachable
through Core-A and is sent toward Core-B.
Step 6.All the DR routers receive several update packeta Core-B reporting
metric increases for all routes in region 1. Thdatps come from the current
successor and have no feasible successor, sottreg giffusing computation in their
regions. All the remote offices are queried forgoial better paths toward all the
routes in region 1 (ség€qure 5-18.
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Figure 5-18. Primary PVC Failure—Steps 5-7
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Step 7.Meanwhile, remote offices in the odd-numberedargiare busy processing
the metric increase reported by the DR routerdf@mple, DR-3 irFigure 5-17.
They start a diffusing computation for each onéhefroutes in region 1, but it ends
immediately because they have no other neighbaysdoy.
Step 8.The DUAL-Mart network has, by now, almost convelgéhe core routers
have converged. All the remote offices receive @gkets and reply with infinite
metric, ending the diffusing computation on all thstribution routers. The
distribution routers also receive updates from Gorevhich are ignored on even-
numbered DR routers because the path offered bg-Bas better. For the odd-
numbered DR routers, the path through Core-A lisksiter than the direct path to
Core-B going over the shadow PVC, so they seleevasuccessor and inform the
remote offices that the cost toward all destinationregion 1 has decreased.

Exercise 5-4

Compute the EIGRP metric that Core-A reports torb&ers for RO-11 and
DR-1 LAN. Compute the EIGRP metric for these degtons on DR-2 and
DR-3 and verify that they select the paths ovanpry PVCs.

The primary PVC failure simulation presents an@&xiely valuable lesson: Even
though redundant paths exist in the network, aislifiy computation for a large
number of routes is performed on nearly all routethie network (apart from routers
in region 1). Additionally, for a brief time peripthe traffic from odd-numbered
regions toward region 1 flows over a suboptimahpahis simulation therefore
illustrates the true danger of nonscalable EIGRplementation: Large numbers of
routers, most of them reachable over low-speedinkve to agree on optimum path
toward a large number of destinations. No wondeADWart experienced SIA
events when its network grew larger and largeuyltieg in more and more query
packets being sent over low-speed Frame Relay PVCs.
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Summary

Every large network deploying any interior routimgtocol requires careful design,
backed up with a good addressing scheme that aliffwegent summarization, and
networks implemented with EIGRP are no exceptidthdugh EIGRP is sometimes
presented as a routing protocol that requires hwark design, that is not true in
reality.

EIGRP-specific network design should focus on queyndaries that limit the
diameter of diffusing computations. Several scéilgtibols are available for EIGRP
designers, including summarization, route filtelsfault routes, and combinations of
EIGRP with other routing protocols such as RIP GFB
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Chapter 6. EIGRP Route Summarization

The case studies @hapter 5, "Scalability Issues in Large Enterphisgéworks,"
illustrated the need for hierarchical network desagd a corresponding IP addressing
scheme. In this chapter, you'll see two scalabititts that you can use in hierarchical
networks with a good IP addressing scheme: autosuination, which can be used

to implement automatic summarization on major netviomundaries, and manual
per-interface summarization, which can be used &bkemmarization behavior has to
be fine-tuned. But before going into technical detdet's take a look at another case
study illustrating the potential summarization dbaaeks.

Case Study—Connectivity Loss Following Private IP A ddress
Deployment

For more information on this case study, please visit

http: //www.ci Scopr ess.comveigrp.

GreatCoals mining company has a large WAN networknecting several core sites,
housing finance, sales, marketing, and researclde@vnelopment facilities with a
widespread network of sites where various operatase performed. The network
uses public IP address space because the netwsigndes want to give Internet
access to every user of the network. The compargived one class B address
(131.7.0.0/16) several years ago, which was sutshedind the subnets were
distributed throughout the network. With the aduitof a large number of new
remote sites, the company started running out dfess space, and it is trying to
recover the public IP addresses assigned to WAk li@ne possibility was to replace
the public IP addresses used on the WAN links piithate IP addresses from the
class B network 172.16.0.0/16. The solution seens&g at first, but because the
company uses EIGRP, the network designers argae@Et&RP supports variable-
length subnet masks (VLSMs) and discontiguous nedsyso the IT manager
approved the solution. The first test was to bégoered on a core WAN link
connecting the research and development facilijonston with the company
headquarters in Austin, as showrFigure 6-1

Figure 6-1. GreatCoals Network

The rest of
GreatCoals
neturork

Heuston remcte Heuston Austin
r'l 129, ? 50w 4 1"' 129740 Q24 ""}f'

131.7.62.0024 131.7.564.0024

WAN link under test |

Changing the IP subnet on the WAN link between Hmuand Austin from
131.7.101.0/24 to 172.16.1.4/30 turned out to bexdremely easy task and the
engineers were starting to celebrate when the ghstagted to ring. A quick
troubleshooting session revealed that the conngchetween Houston and the rest
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of the network was lost. Digging deeper, the engiieéound that the adjacency
between Houston and Austin was established, Iseined as though no routing
updates were being exchanged over the connectimthéfmore, a new route for the
whole class B network (131.7.0.0/16) pointing terface Null O was installed on
both routers. This route was killing all the trafthat previously flowed over the
WAN link. The routing tables and EIGRP printoutsioése two routers can be seen

in Example 6-1Example 6-2andExample 6-3

Example 6-1. Detailed EIGRP Neighbor Information on

Houston#show ip eigrp neighbors 131
IP-EIGRP neighbors for process 131

H Address Interface Hold Uptime
Seq

(sec)
Num
1 131.7.50.2 Se2.1 12 00:00:
9
0 172.16.1.6 Sell 14 00:01:
25

Austin#show ip eigrp neighbors 131
IP-EIGRP neighbors for process 131

H Address Interface Hold Uptime
Seq

(sec)
Num
0 172.16.1.5 Se0.1 13 00:02:
21
1 131.7.22.2 Se0 129 00:06:
10

Example 6-2. Routing Table for Network 131.7.0.0/16

Houston#show ip route 131.7.0.0

Routing entry for 131.7.0.0/16, 5 known subnets
Attached (3 connections)
Variably subnetted with 2 masks
Redistributing via eigrp 131

D 131.7.0.0/16 is a summary, 00:03:25, Null0
D 131.7.52.0/24 [90/40640000] via 131.7.50.2,
Serial2.1

C 131.7.53.0/24 is directly connected, Loopba
C 131.7.54.0/24 is directly connected, Ethern
C 131.7.50.0/24 is directly connected, Serial

Example 6-3. Routing Table for Network 131.7.0.0/16

Austin#show ip route 131.7.0.0

Routing entry for 131.7.0.0/16, 4 known subnets
Attached (2 connections)
Variably subnetted with 2 masks
Redistributing via eigrp 2, eigrp 131

D 131.7.0.0/16 is a summary, 00:03:00, NullO
C 131.7.20.0/24 is directly connected, Loopba
C 131.7.22.0/24 is directly connected, Serial

Austin and Houston Routers

SRTT RTO Q
(ms) Cnt
53 411 2466 0

00 1612 5000 O

SRTT RTO Q
(ms) Cnt
33 0 3000 0O

30 44 1140 0

on Houston Router

00:03:19,

ck7
et0
2.1

on Austin Router

ck7
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D  131.7.23.0/24 [90/20640000] via 131.7.22.2, 00:05:08, Serial0

A call to Cisco's TAC provided a quick explanatfonthe unexpected behavior: The
GreatCoals' engineers forgot to consider a feataitedautosummarization. A few
minutes and two router configuration commands Jdker traffic started to flow
between Houston and Austin, and the networking teeoved the validity of its
concept. The final routing table of Houston rouseshown inExample 6-4

Example 6-4. Routing Table in Houston Router after  the Autosummarization Has Been
Turned Off

Houston#sh ip rout 131.7.0.0

Routing entry for 131.7.0.0/24, 6 known subnets
Attached (3 connections)
Redistributing via eigrp 131

131.7.20.0 [90/46354176] via 172.16.1.6, 00 :00:03, Seriall.1
131.7.22.0 [90/46738176] via 172.16.1.6, 00 :00:03, Seriall.1
131.7.52.0 [90/40640000] via 131.7.50.2, 00 :00:16, Serial2.1

131.7.53.0 is directly connected, Loopback?
131.7.54.0 is directly connected, Ethernet0
131.7.50.0 is directly connected, Serial2.1

O0O0O0000

Autosummarization

Autosummarization was initially introduced in EIGR#Pfacilitate smooth migration
from Interior Gateway Routing Protocol (IGRP) td@RP. This feature gives EIGRP
the same classful behavior well known to IGRP ysehsch can be summarized in
the following rule:

Never announce the subnets of one major netwookainbther major
network. Only the major network prefix is announeéth the metric
of the closest subnet (usually a directly conneasteztface).

The statement that EIGRP supports VLSM and disgantis subnets is therefore
only partially true; EIGRP always supports varialelegth subnets, but support for
discon-tiguous subnets has to be configured manwdithe GreatCoals' engineers
found out the hard way.
NOTE
Although autosummarization was a great featuréhose initial EIGRP adopters
who wanted smooth migration from IGRP to EIGRPnight be more pain than
gain in some of the networks today. Not all netvednlave a classful addressing
scheme where the core would be in one major IPar&tand each region would
have a separate major IP network assigned, makearg & natural fit for EIGRP
autosummarization.
To enable or disable support for discontiguous nsgtwin EIGRP, use the EIGRP
router configuration commands Trable 6-1
Table 6-1, Configure Support for Discontiguous Networks in EIGRP

Router Configuration
Command Meaning

No auto-summary Enables support for discontiguatsorks in EIGRP. No automatic
summarization across major network boundariesri®paed.

auto-summary (default |Reverts to IGRP compatibility mode where only majetworks are
setting) announced across network boundaries and the sudmeessippressed.
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NOTE

All EIGRP adjacencies are reset when you changautesummary setting;
therefore, this configuration change should beqguaréd with extreme caution.
The precise autosummarization rules are slightlyensomplex than the simple

statement at the beginning of this section.

EIGRP Autosummarization Rule 1

Whenever an EIGRP process has more than one netlgbried, it creates
summary route for each of the defined networksas sis at least one of t|
subnets of that network is in the EIGRP topolodpfea

EIGRP Autosummarization Rule 2

The summary route created by Rule 1 points to Blutterface and has the
minimum metric of all the subnets of the networke®d by the summary
route. The summary route is also inserted intare IP routing table with
an administrative distance of 5 (nonconfigurable).

EIGRP Autosummarization Rule 3

Subnets summarized by Rules 1 and 2 are suppreg$ssdupdates are ser
to neighbors in different major IP networks; onlyrenary routes are sent.

It

EIGRP Autosummarization Rule 4

Subnets that do not belong to any of the netwasksd in EIGRP process
definition are not summarized.

Additional complexity is also introduced by thetfltat some routers in an EIGRP
network can have autosummary turned on while ottemshave it turned off.

CAUTION

Rule 3 might produce unexpected behavior when anmbered WAN link
connects two major networks and the IP addressstarsthe WAN link are from

different major networks. This design is therefstt®ngly discouraged.

With the help of EIGRP autosummarization rules,efisy to explain what happened
to GreatCoals' engineers after they made theialbanges to their network as

summarized irkigure 6-2

Figure 6-2. GreatCoals Network after WAN Subnet Cha nge
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Heouston remcte Heouston Austin The rest of
--QJ:__ 134 7 E0.0024 --,_2{1_ 17246 1. 4080 --.-_}{_"l,__ GreatCoalk

. ﬁi . ‘—f’__, . network

12347 62.0024 121764002 4
reuter eigrp 1 routereigm 1
network 121.7.0.0 netwiork 1.21.7.0.0
netwerk 172.16.0.0 netwerk 172.16.0.0
| |
interfame serial 1.1 interfane sefial 0.1
ipaddress 172161 8520 ipaddress 172 16,1 .&020

Two networks were defined on both Houston and Awustuters with EIGRP
autosummary being configured, by default, on botlters. The summary routes for
131.7.0.0/8 and 172.16.0.0/8 were generated (Rudad inserted into IP routing

table (Rule 2). Only the information about netw®f4.7.0.0/8 was propagated across
the WAN link between Houston and Austin (Rule 3)l aould be observed in EIGRP
topology database on both routers. The relevany entrouter Austin can be seen in
Example 6-5

Example 6-5. EIGRP Topology Database Entry for Netw ork 131.7.0.0 on Router Austin

Austin#show ip eigrp topology 131.7.0.0 255.255.0.0
IP-EIGRP topology entry for 131.7.0.0/16
State is Passive, Query origin flag is 1, 1 Succe ssor(s), FD is
128256
Routing Descriptor Blocks:
0.0.0.0 (Null0), from 0.0.0.0, Send flag is 0x0
Composite metric is (128256/0), Route is Inte rnal
Vector metric:
Minimum bandwidth is 270000000 Kbit
Total delay is 5000 microseconds
Reliability is 255/255
Load is 1/255
Minimum MTU is 1514
Hop count is 0
172.16.1.5 (Serial0.1), from 172.16.1.5, Send fla g is 0x0
Composite metric is (46354176/128256), Route is Internal
Vector metric:
Minimum bandwidth is 56 Kbit
Total delay is 25000 microseconds
Reliability is 255/255
Load is 1/255
Minimum MTU is 1500
Hop countis 1

The first entry inExample 6-5s the summary route generated on Austin. Thergeco
entry is the summary route generated on Houstoradwertised to Austin over the
WAN link belonging in network 172.16.0.0.

EIGRP autosummarization Rule 4 will be explainethvainother example iRigure
6-3.

Figure 6-3. EIGRP Autosummarization Only Applies to Networks Defined in EIGRP
Process
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Metwrork 10.0.0.0 | | Metwork 11000 Network 12.0.0.0
10.1.2.0/24
101,53, 0f24
101.2.0024
10.1.3.0/24 1001.3.0/04
11.0.0.0/5
Alpha B ramic | | Charlie

m, # T1.0z4 -.--:éf"' 12.6.7.0/24 4--_.&_.!’"

B Gy R =

10.1.2.0/24 11.3.7.0024
touter eigrp 1 touter eigrp 1 teuter eigrp 1
networl 10.0.0.0 netwcrl 11.0.0.0 network 12.0.0.0
networl 11.0.0.0 netwcrk 12.0.0.0
N atc- STy ato-zummany

In this network, the network designer chose to tffrautosummary on router Alpha.
The subnets of network 10.0.0.0 are therefore watea to network 11.0.0.0. On the
next major network boundary between networks 110Gfid 12.0.0.0, the subnets of
network 11.0.0.0 are summarized into one routed(0X0/8), which is then sent into
network 12.0.0.0. Summarization is not performeadsidonets of network 10.0.0.0
because that network is not listed in the EIGRRgse on Bravo. Subnets of network
10.0.0.0 appear unmodified in network 12.0.0.0.

To enable autosummarization of subnets of netwOrR.0.0 on Bravo, the only
change needed is to addtwork 10.0.0.0into the EIGRP process of Bravo using
EIGRP configuration command network 10.0.0.0. Th@mand is accepted even
though Bravo has no interfaces in network 10.0a@ leads to the results pictured in

Figure 6-4

Figure 6-4. Autosummarization after Addition of Net ~ work 10.0.0.0 in EIGRP Process
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The quick fix shown irkigure 6-4might be enough for the example network, but it
has an interesting side effect: Bravo stops annogrsubnets of network 10.0.0.0
even to other routers in network 11.0.0.0 (for eplnDelta), as shown iRigure 6-5
The only way to summarize subnets of network 10000er the WAN link between
Bravo and Charlie, but not to other neighbors itwieek 11.0.0.0, is to use per-

=

Delta

interface summarization.

Figure 6-5. Autosummarized Subnets Are Not Propagat

Which They Were Received

Network 10.0.0.0 | |Hetwork11.ﬂ.ﬂ.ﬂ Network 12.0.0.0
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10.0.0.0/8
11.0.0.0/8
Y

ed in the Subnet Through

10.1.2.0/24

NOTE

The behavior described iigure 6-5might change in future 10S versions;
therefore, you should not base your network desigit. The discussion on cases

10.0.0.048
11.0.0.0/8

Y

11.3.7.0024
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Delta
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similar to the one ifrigure 6-5is intended to illustrate the unexpected sidectife
of autosummarization.
Autosummarization rules are also applied to extexmaes redistributed into EIGRP,
as illustrated by the examplefigure 6-6

Figure 6-6. External Routes Being Autosummarized

Network 11.0.0.0 Metwork 12.0.0.0
10.1.2.0/24
10.1.3.0/24
100130024 1000008
11.0.0.008
Alpha Bran | | Charlie

4-1:;"‘ 11.7.1.0M24 J-,:Ef"' 12.6.7.0/24 4-1:2.!"‘

G — U U9

S S —— F —

10.1.2. 024 11.3.7.0/24
reuter eigrp 1 router eigrp 1 router eigrp 1
netwerk 11.0.0.0 network 10.0.0.0 network 12.0.0.0
redizt connected netwerk 11.0.0.0

networl 12.0.0.0
aute-zummay

Router Alpha inserts external subnets into the ERGiRocess. The subnets are not
autosummarized on Alpha because the network 10.&®wot listed in the EIGRP
process on Alpha. Subnets of network 10.0.0.0 evpgmated from Alpha to Bravo,
where they get summarized, since the network 1@.@sQisted in the EIGRP process
on Bravo. Note that the network 10.0.0.0 is listedBravo only to enable
autosummarization of external routes because Bnagmo interfaces in this network.
The summarized routes are then propagated to €hatiiich receives only
information about network 10.0.0.0 and not thevrdlial subnets.

NOTE

As the previous example illustrated, external reueglistributed into EIGRP get

autosummarized only under well-controlled circumsgs (for example, network

10.0.0.0 being configured in EIGRP process on Btavacilitate

autosummarization). Usually, they are not autosura®d and are propagated

through the EIGRP process.

The autosummarization of networks composed frorareat subnets only might

also change in future IOS versions.

Query Boundaries with Autosummarization

You might feel that autosummarization does moreatgrthan good to your
network—and you might be right, depending on yativork design. However, it
does achieve query boundaries in EIGRP, althougiwvhere you would expect to see
them.

Let's take an example of an EIGRP network compo$é&do major IP networks: a
class A (10.0.0.0) and a class B (131.7.0.0) awshoFigure 6-7
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Figure 6-7. EIGRP Network Composed of Two Major I[P Networks
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Router Alpha sends information about subnet 1M122.to Bravo, which performs
auto-summarization and sends only the informatlmuareachability of network
10.0.0.0/8 to Charlie, which further propagates thformation to Delta. One would
expect that the queries for subnet 10.1.2.0/24 avbalstopped at the same boundary,
which turns out not to be the case as illustratdeldure 6-8

Figure 6-8. EIGRP Query Goes over the Summarization = Boundary

Network 10.0.0.0 | |Netwmrk131.?.[lﬂ
Q0 20
Q0 2002d) — = ]
Apha —— " ' & Brevo #—— Charie Dela
— — o Filint) —— o =
—  —
10.1:.2. 4

When the subnet 10.1.2.0/24 is lost on router Althatarts diffused EIGRP
computation. Router Bravo receives the query frisnsuiccessor and because there
are no feasible successors, it continues the @dffeemputation. As seen kilgure 6-
13, the queries are not subject to summarization taxies; the query for subnet
10.1.2.0/24 is immediately sent to router Chafievertheless, Charlie has never
received any information for any subnet in netwb@k0.0.0. It can therefore
immediately reply with an infinite metric and stdfifused computation. Router Delta
is consequently not affected.

Figure 6-13. EIGRP Convergence Following Remote Off ice PVC Failure
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Shadow PWC

Conclusion

Autosummarization does establish query boundaeéesden major networks, but the
boundary is established one hop beyond the sumatiamzpoint. All the queries are
propagated between the major networks and stopp#uelfirst router in the adjacent
major network.

Benefits and Drawbacks of Autosummarization

To summarize the discussion in the previous sestietis review the benefits and
drawbacks of the EIGRP autosummarization featufereg@roceeding to how you
can manually fine-tune the EIGRP summarization \ehinterface summarization
commands.

Autosummarization is definitely beneficial to netk® being migrated from IGRP (or
RIP) to EIGRP because it retains all the routingperties the network had before.
That guarantees that you'll not experience unerpacuting loops (for example, due
to a combination of static and dynamic routes)r@nged traffic flows after the
migration. Autosummarization also introduces qussyndaries in networks that use
many different major IP networks. As it turns augny corporate networks have
started using the private IP address network 1@0mBaking the whole corporate
network one major IP network, so there are no bsuwmdwhich to autosummarize.
Conversely, autosummarization hurts all those nétwesigns that deploy
discontiguous subnets of major networks, such e$alfowing:

« Using one major IP network for the core network anbdnets of another major
IP network in various regions

« Using subnets of a major public IP network on tiAéNk throughout the
network and private IP addresses on WAN links

In these cases, it is best to turn off autosumratida and replace it with manual
summarization where needed or desired. An altermalkesign might propose turning
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off autosummarization only in those points whergedntiguous subnets appear. Such
a design requires careful evaluation to verify tvay proper networks are
summarized. This design is also very sensitivegprator configuration errors (for
example, entering another network number, as shoWwigure 6-5)
NOTE
Networks that require autosummarization to be wwi€to work correctly will
probably be hard to configure, troubleshoot, aneraie. Your network designs
should not use discontiguous networks unless yeduicsiced to use them due to IP
address shortage.

Manual Per-Interface Summarization

Whenever the autosummarization does not fit thevordt design due to
discontiguous networks or because the network tiPesding scheme is not
composed of multiple major networks, you can sbihfigure summarization by using
the per-interface EIGRP summary commands fi@nle 6-2

Table 6-2, EIGRP Per-Interface IP Address Summarization
} Command | Results

ip summary-address eigrp <as-number> |Configures per-interface IP address summarization |
<prefix> <mask> single EIGRP process

NOTE

Configuring or removing an IP summarization rangeaa interface clears all

EIGRP adjacencies over that interface to enabladighbors reachable over that

interface to delete more specific routes from thgnology databases. It's probably

not the most efficient implementation of that regment, but that's how it's

implemented.

You're therefore advised to use this command ontind maintenance windows

and to combine several changes to the per-intefRasemmarization in a batch

that is downloaded to the router via any of thelbabnfiguration mechanisms.

(See also "Adjacency Resets—Causes and ConsequenCdsapter 2, "Advanced

EIGRP Concepts, Data Structures, and Protogols."
You can configure the per-interface IP address sanzation per-EIGRP process in
case several EIGRP processes run over the samiaoateNo limit exists on the
number of summarization ranges you can configura given interface as long as the
ranges don't overlap.

NOTE

The interactions between autosummarization andnperface summarization are

not well defined. As a generic rule, do not userlaygping summarization ranges

on one interface; the case of interface summaozatombined with

autosummarization can constitute such a scenan@rdsults of configuring

overlapping per-interface summarization and autesarization are unpredictable.
Contrary to the link-state routing protocols susfGSPF or I1S-1S, EIGRP enables the
network designer to create a deep summarizatioarciey that reflects the designed
network hierarchy. Therefore, you are not limiteatstar-shaped network consisting
of a backbone plus other regions as you are in OSPF

NOTE

Although the EIGRP fans often emphasize the modyland flexibility of per-

interface summarization and hierarchy of summaondevels, the OSPF fans are

quick to point out that configuring OSPF summair@ais easier because it has to

be done only on the area level in the routing pgscaot on every individual
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interface. As always, the truth is somewhere inntiddle. Some networks benefit
from the flexibility of EIGRP, and other networksa®unter management problems
trying to make sure that all the summarization esngre configured correctly on

the core routers with a large number of interfaces.
The per-interface IP address summarization follsiwvslar rules to EIGRP
autosummarization.

EIGRP Manual Summarization Rule 1

For each summary range configured over any interetonging to an
EIGRP process, the EIGRP process creates a sunoweyfor the
summarization range as soon as at least one mec#ispoute falling withir
the summary range appears in EIGRP topology table.

EIGRP Manual Summarization Rule 2

The summary route created by Rule 1 points to Blutterface and has the
minimum metric of all the more specific routes aeeeby the summary
route. The summary route is also inserted intare IP routing table with
an administrative distance of 5 (nonconfigurable).

EIGRP Manual Summarization Rule 3

More specific routes summarized by Rules 1 anceZappressed when
updates are sent over the interface where the sumahan range is
configured. Updates sent over other interfacesaraffected.

It's very important to make the lowest metric roiaided into the summary
very stable; otherwise, the summary address il #s often as the lowes
cost subnet. (More precisely, its cost changestHaitmight also induce a
diffusing computation on the router receiving tipelate.)

t

Why Do We Need a Summary Route to Null 0?

One often-misunderstood design decision is summ@i#oiz Rule 2 that dictates that a
summary route be installed for every summarizatamge being advertised to EIGRP
neighbors. The purpose of that summary route gdgent routing loops between
routers with different granularity of the IP addrapace in their routing tables, as

illustrated by the example Figure 6-9

Figure 6-9. Summarization Scenario Leading to a Pot  ential Routing Loop
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Imagine that the routers Alpha and Bravo wouldhete summary routes for prefixes
10.1.0.0/16 and 10.0.0.0/8, respectively, pointmtjull 0. The routing table on

Alpha would contain routes for subnets 10.1.0.@H2dugh 10.1.7.0/24 plus the route
to 10.0.0.0/8 pointing toward Bravo. The routingléaon Bravo would contain a
route to 10.1.0.0/16 pointing toward Alpha plus sosther routes in network
10.0.0.0.

A packet for destination 10.1.13.13 received byhalpvould be sent to Bravo
because the only route covering that part of tltres$ space would be 10.0.0.0/8
received from Bravo. On receiving that packet, Bramuld route the packet back to
Alpha because the most specific route covering.18.13 on Bravo is the 10.1.0.0/16
route received from Alpha, resulting in a routiogp between Alpha and Bravo.
EIGRP prevents this kind of routing loop with thaersnary routes. Router Alpha
contains a route for prefix 10.1.0.0/8 pointing\wll 0, so the packet for destination
10.1.13.13 received by Alpha is immediately disedtdrhe same packet received by
Bravo is forwarded to Alpha where it is yet agaiscdrded due to the summary route.

EIGRP Query Boundary with Per-Interface Summarizati  on

Per-interface summarization ranges create EIGRPBy/dpgeindaries in much the same
way as autosummarization; the important differasdbat you can create these
ranges as needed. Like the autosummarization dpoenydary, the per-interface
summarization query boundary is one hop farthan three would expect. For an
example, consider the networkkimure 6-10

Figure 6-10. Updates in Network with Per-Interface ~ Summarization
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The subnet 10.1.2.0/24 is subsumed by the summianizange on the WAN link
between Bravo and Charlie. Therefore, only the sammange 10.1.0.0/16 is

146



announced from Bravo to Charlie and propagatethéuitio Delta. Yet, when the
subnet 10.1.2.0/24 disappears, the summarizationdasy does not stop the query,
as shown irkigure 6-11

Figure 6-11. Query Propagation in Network with Per-  Interface Summarization
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When router Alpha starts a diffusing computatioquary is sent to Bravo that
continues the diffusing computation and propagtitesjuery beyond the
summarization boundary to Charlie. Router Charéeen receives any information
about subnet 10.1.2.0/24, so it stops the diffusomgputation and immediately
replies with infinite metric. Router Delta is ndtexted at all.

Case Study—EIGRP Behavior in DUAL-Mart Network afte r Regional
Summarization

For more information on this case study, please visit

http: //www.ci Scopr ess.comveigrp.

The hierarchical DUAL-Mart network, first introdutén Chapter Sand redrawn in
Figure 6-12 can illustrate the benefits of using EIGRP sunmnadion features to
improve network scalability. Compare the EIGRP h#bran this case study with the
behavior in "Case Study 2—Diffused Computation iardirchical Network," of
Chapter 0 see the vast improvement in scalability.

Figure 6-12. Hierarchical DUAL-Mart Network
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The IP addressing scheme in the DUAL-Mart netwerwell suited to EIGRP
summarization (se€able 6-3.

Table 6-3, IP Addressing Scheme in DUAL-Mart Network
| Router Name | LAN IP Subnet
Core-A, Core-B 10.0.1.0/24
DR-x (x being the region number) 10.x.0.0/24
}RO—xy (x being the region number, y being officenter within region) | 10.x.y.0/24

In the initial summarization phase, the summaraeais done on the DR routers that
announce only the regional prefix (10.x.0.0/16t® remote offices and the core
routers. The relevant part of DR-1 configuratiosh®wn inExample 6-6

Example 6-6. DR-1 Configuration in Regional Summari  zation Design

hostname DR-1

|

interface SerialO

encapsulation frame-relay

description Links toward branch offices

ip address 10.1.100.100 255.255.255.0

ip summary-address eigrp 42 10.1.0.0 255.255.0.0
bandwidth 640

|

interface Serial0.1 multipoint

description Primary interface toward central site (Core-A)
ip address 10.100.1.1 255.255.255.0

ip summary-address eigrp 42 10.1.0.0 255.255.0.0
bandwidth 512

|

I Insert DLCI # toward Core-A here
|

frame-relay interface-dici 213
I

interface Serial0.2 multipoint
description Backup interface toward central site ( Core-B)
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ip address 10.100.4.1 255.255.255.0

ip summary-address eigrp 42 10.1.0.0 255.255.0.0
bandwidth 256

delay 4000

|

I Insert DLCI # toward Core-B here
|

.frame—relay interface-dlici 322
!

!

router eigrp 42

network 10.0.0.0

NOTE

The reasoning behind bandwidth setting on FrameayrRlbinterfaces leading

toward the core routers can be found in "Case Studpiffused Computation in

Hierarchical Network," irChapter 5The bandwidth on a multipoint subinterface

connecting the remote offices to DR router is sghe sum of all CIRs on that

interface. (Se®art Il for more details.)

NOTE

Clearly, the Frame Relay connections between DRellGore-A, Core-B and

remote offices have to be separated into threeréifit subnets using subinterfaces.

PVCs toward Core-A and Core-B are implemented usialfipoint subinterfaces

to allow one subinterface on core routers to caedistribution routers.

PVCs toward remote offices are configured on thannmerface to minimize the

router configuration changes. If these PVCs ardempnted on a subinterface, a

newframe-relay interface-dici command must be entered each time a remote

office is added. In the implementationEmample 6-6new PVCs are

automatically added to the main interface requinngeconfiguration of DR-1.
Compared to the baseline network in "Case Study #fudd Computation in
Hierarchical Network" irChapter 5the routers in the improved DUAL-Mart network
carry a smaller number of routes, as documenté&clie 6-4 Depending on the IP
addressing scheme used in the network, the nunilbeutes carried in any one router
can be decreased by an order of magnitude or more.

Table 6-4, Routes Carried in Different Types of Routers in DUAL-Mart Network

Routes Carried in

Router Original Network Routes Carried in Network with Summarization
}Ro-xy |AII routes in the network| Local subnets alidegional prefixes (/16)
DR-x All routes in the network| Local subnets, albaets of remote offices in the region,

regional prefixes from other regions

Core-A, All routes in the network| Local subnets and allioegl prefixes
Core-B

The EIGRP behavior in the new network will be easdal in only two failure
scenarios:

« The PVC between distribution router and remoteceffails
« The primary PVC fails and the traffic is reroutecpnthe shadow PVC

Shadow PVC failure will not be evaluated becausdithavior on shadow PVC loss
is identical to that in "Shadow PVC Failure"®©fhapter 5As before, all failures will
be evaluated in region 1 only.

Remote Office PVC Failure
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DR-1 router notices remote office PVC failure thghuFrame Relay LMI signaling or
EIGRP hello protocol failure. It has no alternatate to the lost subnet; the subnet
route becomes active and DR-1 sends queries ifs akighbors. None of them
receive any information about the lost subnet (ref@able 6-4, so all the remaining
remote office routers attached to DR-1 and the oauters reply with infinite metric

(seeFigure 6-13.
Primary PVC Failure

The DR-1 router and the core router behave exastipn the case study in "Primary
PVC Failure with Traffic Rerouting" i€hapter Swith one significant difference—
the number of routes that become active:

« DR-1 sends information about only increased costlatgional prefixes to
remote office routers. (Previously, the informatabout all the subnets in the
network was sent.)

« All the other routers in the network still starffdsed computations at various
times during the convergence process, but thessitflcomputation is started
for only one route (the regional prefix) whereawais started for all the
subnets in the region before.

Case Study Analysis and Comparison with OSPF

The DUAL-Mart network with regional summarizatioalaves almost as though it
were implemented with OSPF areas in which the DRers are Area Border Routers
(ABR) between the backbone area and other areagwaper area-summarization
manually configured:

« Remote office PVC failure does not spread beyomd pauters. (OSPF
performs slightly better; the core routers areineblved.)

« Shadow PVC failure does not involve any other m{t@SPF performs
slightly worse; all DR routers are involved in shadPVC failure.)

- Primary PVC failure involves all routers, but tHegve to recompute only a
small number of routers (namely the affected regfipnefixes). OSPF
performs in almost the same way.

Case Study—EIGRP Behavior in DUAL-Mart Network afte  r Two-Step
Summarization

For more information on this case study, please visit www.ciscopress.comveigrp.
EIGRP behavior in DUAL-Mart network (refer Eagure 6-123 can be further
improved when a second layer of summarizationtr®duced; the core routers
announce only the 10.0.0.0/8 prefix to the regiooaters and suppress all regional
prefixes. The relevant configuration of one of toee routers is shown Example 6-
7.

Example 6-7. Core Router Configuration in Hierarchi  cal Summarization Design
I

hostname Core-A
!
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interface SerialO

encapsulation frame-relay

|

interface Serial0.1 multipoint

description Primary links to distribution routers
ip address 10.100.1.100 255.255.255.0

ip summary-address eigrp 42 10.0.0.0 255.0.0.0
bandwidth 512

ip bandwidth-percent eigrp 42 200

|

I Insert primary DLCI # toward distribution routers
!
frame-relay interface-dici 213
frame-relay interface-dici 214
!
interface Serial0.2 multipoint
description Backup links to distribution routers
ip address 10.100.2.1 255.255.255.0
ip summary-address eigrp 42 10.0.0.0 255.0.0.0
bandwidth 256
delay 4000
|

I Insert shadow DLCI # toward distribution routers
!

frame-relay interface-dici 313

frame-relay interface-dici 314

!

!

router eigrp 42
network 10.0.0.0

The second layer of summarization further reducesdutes carried in various

routers—sometimes even by another order of magsitasl shown ifable 6-5
Table 6-5, Routing Tables of Various Routers in the Network with Two Layers of

Summarization

Routes Carried in Network with One Layer
Router of Summarization

Routes Carried in Network with Two

Layers of Summarization

RO-xy Local subnets and all regional prefixes (/1€

1 ocal subnets, local regional prefix (/16),
and network prefix (10.0.0.0/8).

regions

DR-x Local subnets, all subnets of remote offices
the region, regional prefixes from other

liocal subnets, all subnets of remote offices
in the region, network prefix (10.0.0.0/8)

Core-B

Core-A, |Local subnets and all regional prefixes

Local stbaed all regional prefixes

Summarization retains the redundancy propertiegseoDUAL-Mart network; in

many cases, the routers have both a successorfaasilale successor for a given
destination. The successors and feasible succdssmarious routes are shown in

Table 6-6

Table 6-6, Successors and Feasible Successors in DUAL-Mart Network with Two

Summarization Layers

| Router | Destination | Successor | Feasible Successor
RO-xy Any DR-x None
DR-x 10.x.y.0/24 RO-xy None
10.x.0.0/16 Locally generated
10.0.0.0/8 Core-A for x odd Core-B for x odd
Core-B for x even Core-A for x even
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Core-A 10.x.0.0/16 DR-x for x odd None for x odd
Core-B for x even DR-x for x even
110.0.0.0/8 | Locally generated | -
Core-B 10.x.0.0/16 Core-A for x odd DR-x for x odd
DR-x for x even None for x even
| 110.0.0.0/8 | Locally generated | -

The extra summarization performed at the core redtether reduces the impact of
PVC failures in a DUAL-Mart network. The remoteioff PVC failure and the
shadow PVC failure are not considered here bedheselGRP diffused computation
is already bounded for these scenarios even ipréhgous case study.

Primary PVC Failure

When the PVC between DR-1 and Core-A fails, the DiRumediately selects an
alternate route for 10.0.0.0/8 through Core-B. 108 is also the only route ever
received by DR-1 from Core-A or Core-B, so the antaf processing is minimal.
Updates are sent to remote offices informing thiea the cost of reaching 10.0.0.0/8
has increased. Remote offices try to start a diffusomputation, but it's stopped
immediately because they have no other neighbors.

Core-A starts a diffusing computation for 10.1.080because it has no feasible
successor for that route. That is also the onlyerthat becomes active because it was
the only route ever received from DR-1. The nundieputes for which the diffusing
computations are run in the network is therefoghlyi limited.

Core-A sends query packets to all its neighborse@®and the other DR routers. The
DR routers never receive any information about oetwt0.1.0.0/16, so they
immediately reply with infinite metric. Core-B hadeasible successor for the route;
DR-1 reachable over shadow PVC becomes the succassbCore-B can reply to
Core-A with the information about an alternate eo@ore-B also tries to inform its
other neighbors that the cost of reaching 10.116.04s increased, but the update is
stopped at the summarization boundary and neveese@ore-B. The network
convergence is thus complete (§egure 6-14for detailed packet flow).

Figure 6-14. EIGRP Convergence after Primary PVC Fa ilure in Hierarchically
Summarized Network
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It's important to note that in this case studyMferouters never really got involved
in the diffusing computation. The isolation of remmoffice routers in the other
regions was even better; they never received desigery packet. Several layers of
summarization give the DUAL-Mart network maximunmspible isolation between
the regions.

Summary

EIGRP autosummarization and per-interface sumntasizare powerful scalability
tools that can make EIGRP scale to huge networlenwihplemented properly.
Autosummarization should be used with care, esjhgamnetworks that deploy
discontiguous subnets. It has no effect in netwtks use only one major IP network
(for example, newly designed networks using onlygie IP addresses from IP
network 10.0.0.0/8).

Per-interface summarization gives EIGRP great lfifigy that cannot always be
matched by other routing protocols, particularlyarge hierarchical networks. On the
other hand, the flexibility in network design placehigher burden on network
implementers who have to configure summarizatioigea on each interface.
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Chapter 7. Route Filters

EIGRP route summarization, introduceddhapter 6, "EIGRP Route
Summarization, §ives you a versatile hierarchical tool that caakenan EIGRP
network extremely scalable. Whenever the addressingme or the network design
deviates from the hierarchical design, summarinaten give suboptimal results or
even lead to partial connectivity in the networkyau'll see in the first case study.
This chapter introduces additional scalability ss6EIGRP route filters and prefix
lists —that can provide scalability even in somewvoeks where the summarization
cannot be properly deployed due to deviations fednmerarchical design.

Case Study—~Partial Connectivity over ISDN Backup

For more information on this case study, please visit

http: //www.ci Scopr ess.comveigrp.

DUAL-Mart, a large department store chain (see 8Casidy—Large Enterprise
Network Experiencing Meltdown Situations" @hapter 5, "Scalability Issues in
Large Enterprise Networksfér more information on DUAL-Mart), has implemedte
a stable and redundant EIGRP network with hierasthmultilevel summarization
shown inFigure 7-1 (See "Case Study—EIGRP Behavior in DUAL-Mart Nettiv
after Two-Step Summarization" Dhapter &or details.)

Figure 7-1. DUAL-Mart Network—Logical Topology

— Frimary PWC
————— Shadow PWC

RC-1z2 RC-21

The main design principle throughout the networgigie was to minimize EIGRP
guery diameters by deploying summarization wherpwssible. A carefully planned
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IP addressing scheme detailed’able 7-1was implemented to support the
summarization.

Table 7-1, IP Addressing Scheme in DUAL-Mart Network
Router Name LAN IP Subnet
Core-A, Core-B 10.0.1.0/24
DR-x (x being the region humber) 10.x.0.0/24
RO-xy (x being the region number, y being the effimimber within region) 10.x.y.0/24

Summarization was deployed on distribution and comers according to rules in
Table 7-2
Table 7-2, Summarization Rules in DUAL-Mart Network

Router Interface Summarization Rules
Core routers Subinterfaces toward distribution  |Announce only 10.0.0.0/8
routers
Distribution Subinterfaces toward core and remoi&ummarize subnets within region to
routers offices 10.x.0.0/16

The end result was close to perfect; every routéiné network carried only the
minimum set of routes required for proper netwgokration as summarized Trable
7-3.

Table 7-3, Routing Tables of Various Routers in the Network with Two Layers of

Summarization
Routes Carried in Network with One Layer| Routes Carried in Network with Two
Router of Summarization Layers of Summarization

RO-xy Local subnets and all regional prefixes (/1€)Local subnets, local regional prefix (/16),
and network prefix (10.0.0.0/8).

DR-x Local subnets, all subnets of remote officesliocal subnets, all subnets of remote offices
the region, regional prefixes from other in the region, network prefix (10.0.0.0/8)
regions

Core-A, |Local subnets and all regional prefixes Local stoaed all regional prefixes

Core-B

As new applications were introduced in the DUAL-Magtwork, the network itself
became more and more mission-critical. Old appboatin the remote offices that
relied on occasional file transfer were replacett witeractive applications that
required real-time access to central serversrriea out that a remote office could no
longer operate without the network. (Of course,téevorking team found that out
only after the applications were deployed and renugers started to complain after
every Frame Relay glitch.) A high-priority projegas started immediately to solve
the redundancy issue, and the project team qudikovered that ISDN dial backup
was the only cost-effective way to provide netwatundancy to a large number of
remote offices. It decided to use ISDN dial backom the remote offices to the
central site where a new ISDN Remote Access S&vwald be installed.

NOTE

The crucial questions in dial-backup design arfobews:

« Is the dial backup initiated from the central sitdrom the remote offices?
Technically, it's simpler to initiate dial backupii the remote offices, but
in some centralized corporations the solution migittbe politically
correct.

« Is the ISDN dial-backup call terminated at the rlaxer of hierarchy (from
remote-office router to distribution-layer routarDUAL-Mart case) or are
all dial-backup calls terminated at the centradit
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« Should the ISDN links be unnumbered or should arsgp subnet be used
for each ISDN network?

These questions have no clear answers. The omwh#lon depends on the
number and duration of expected outages, ISDN ctiwswumber of routers in the
network, and the network topology. An optimal dialekup solution must be
tailored to specific organization requirements topblogy.
After the ISDN dial-backup design was approvediSIDN Primary Rate Interface
(PRI) was installed at the central site, and ISDd$iB Rate Interfaces (BRIs) were
installed in the remote offices and at the regiaiigls. The new network diagram is
shown inFigure 7-2 (Only the ISDN connections in Region 1 are drawn.

Figure 7-2. DUAL-Mart Network with ISDN Dial-Backup

— Primary PWC
—-——- Shadow PV

Initial dial-backup tests were just starting whelarge-scale Frame Relay failure hit
DUAL-Mart. ISDN dial backup was hurriedly deploygdas many remote offices as
possible and there was no time to test the whdligisn. Very early in the
implementation efforts, the engineers discovered ttie ISDN addressing scheme
hadn't been agreed upon yet, so they made an adelosion to use an unused
portion of IP address space (10.210.0.0/16) folSAIN interfaces.

Due to its previous investment in ISDN dial backDpJAL-Mart survived the Frame
Relay network failure with no substantial busingamage. Analysis of the help-desk
logs show, however, that a curious phenomenon oatwiuring the Frame Relay
failure: All remote users that were connected dlierlISDN dial backup were able to
access all the applications on the central serbetsiot the applications running on
their regional servers.

Controlled simulations of a single Frame Relay F&illire have confirmed the user
observations; whenever a remote office was conddotthe DUAL-Mart network
through the ISDN dial backup, the users in thatefivere unable to access
applications running on their regional servers.
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Exercise 7-1

Before you continue reading, try to figure out whappened in the DUAL-
Mart network. Probably the best approach wouldobebuild the DUAL-
Mart network in your lab using configurations of BlL+Mart routers with
two levels of summarization as provided in "Cased$t+-EIGRP Behavior
in DUAL-Mart Network after Regional Summarizatioatid "Case Study—
EIGRP Behavior in DUAL-Mart Network after Two-St§ummarization™ in

Chapter 6

DUAL-Mart engineers tried to troubleshoot what aqueel to be an IP routing

problem by using pings and traceroutes. Their tesue summarized ihable 7-4
(Home regional router/server in the table dendtedP address of the router or server
within the region in which the remote office belsn@ther regional router/server
denotes IP address of the router or server in ano#gion.)

Table 7-4, Results of Initial IP Troubleshooting
Operation From To Result
Ping Remote office router Central server Works
Regional server Works
Regional router Works
Remote office PC Central server Works
Home regional server Fails
Home regional router Fails
Other regional server Works
Other regional router Works
Traceroute | Remote office PC Regional server Faileegional router
Regional server Remote office PC Fails on regiooater
Exercise 7-2

Why did the ping from the remote office router lbe regional server work
whereas the ping from the remote office PC to #mesrouter failed?

Based on the results fromable 7-4 the troubleshooting efforts quickly focused on
the regional router (DR-1) and the DUAL-Mart enggreefinally found the culprit;
summar-ization on DR-1 caused a summary route@dr.Q.0/16 pointing to Null O to
be installed. Because the core routers announgelor.0.0/8 to the regional routers,
DR-1 was not aware that the most specific routefa of its remote offices goes
through the core router. The summary route to Bullas the most specific route for
remote office PC on the regional distribution rowed caused all the traffic for that
remote office to be dropped.

Successful ISDN dial-backup implementation in DUMatt network requires route
propagation rules that are slightly modified frdmode inTable 7-2 The new rules
are documented ihable 7-5

Table 7-5, Summarization Rules in DUAL-Mart Network
Router Interface Announce the Following Routes
Core routers Subinterfaces toward distributigh0.0.0.0/8 and 10.x.y.0/24 for remote offices on
routers ISDN dial backup
Distribution Subinterfaces toward core and |10.x.0.0/16
routers remote offices
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Unfortunately, the new rules cannot be implemengdg EIGRP summarization.
DUAL-Mart engineers were faced with a seeminglyalvable problem until they
found out about EIGRP route filters.

EIGRP Route Filters

As you remember fror@hapter 2, "Advanced EIGRP Concepts, Data Strustiaired
Protocols,"EIGRP behaves like a distance vector protocol wdrepagating routes
through the network. The three basic steps perfdioyeEIGRP during the route
propagation phase are as follows:
Step 1.Receive incoming update about a new route andtttja update with
inbound interface metrics.
Step 2.Insert the received information in the EIGRP tagyl database and select the
best route.
Step 3.Announce the best route to all other EIGRP neighbo
Route filters can be inserted in Steps 1 and Bftoence which routes a router is
willing to accept from its neighbors (Step 1) origvhroutes the router is willing to
propagate to its neighbors (Step 3).
NOTE
Route filters are normally considered to be a sgcarechanism, not a scalability
tool because they are often used to increase tgiseand reliability of routing
information exchanged. This notion is wrong, as'lysee in the next sections,
because route filters can be used very successtudigtablish query boundaries.
The security implications of EIGRP route filterg durther documented iGhapter
15, "Secure EIGRP Operation."”
EIGRP offers a rich set of filtering options:

« Inbound or outbound route filters can be appliaabglly (to all EIGRP
neighbors) or on a per-interface basis (to all imeoys reachable over the
specified interface).

- Additional route filters can be applied to routedistributed into EIGRP from
other routing protocols.

All these options are also documentedrigure 7-3

Figure 7-3. EIGRP Route Filters
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To configure EIGRP route filters, use the commanais Table 7-6 The IP access
list (ACL) used in all the commands can be numberatimed simple IP access list.
Table 7-6, Configuring EIGRP Route Filters

Router Configuration
Command

}distribute-list <ACL>in |App|ies specified ACL to all updates received frallmeighbors.
distribute-list <ACL>in  |Applies specified ACL to all updates received tlglospecified interfac
<interface>
}distribute—list <ACL> out |Specified ACL is applied to all updates sent.

distribute-list <ACL> out [Specified ACL is applied to all updates sent thfosgecified interface.
<interface>

distribute-list <ACL> out [Specified ACL is applied to all routes receivedtigh redistribution
<routing-process> from specified routing process before these roatestored in EIGRP
topology database.

Results

1%

NOTE
The globaldistribute-list and per-interfacdistribute-list arecombined (contrary
to what IOS documentation states). Per-interfegtedd not override global list—a
route has to match both global and per-intertiistibute-list to be accepted (for
inbound lists) or announced (for outbound lists).
NOTE
Every time the globalistribute-list is changed or the ACL used in the global
distribute-list is changed, all EIGRP adjacencies of that EIGRiég®s are reset.
Every time the per-interfaahstribute-list is changed or the ACL used in itis
changed, all EIGRP adjacencies over that interfaeaeset.
EIGRP route filters are not applied to all EIGRRK®S; query packets are not
affected at all. All the other EIGRP packets afe@éd according to the following
rules:

« Route received in an update packet but rejectedidisibute-list in is ignored
(equivalent to receiving the route with infinite tme).

« Route in topology database but rejectedlisyribute-list out is not sent in
outgoing update packet.

« The reply packet for a route that would be filtebgoeither global or per-
interfacedistribute-list out is sent with infinite metric.
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« The reply packet received for a route that wouldiltered by either global or
per-interfacalistribute-list in is processed as if it contains infinite metric.

Query Boundaries Established by EIGRP Route Filters

EIGRP route filters always create query bounddrexsause the router itself (or its

neighbors) doesn't have an entry in its topologglokeses for some subnets filtered by

inbound or outbound filters.
Outbound route filters create a query boundaryithahe hop beyond the route filter,
producing similar effects to route summarizationn€§ider, for example, the network
in Figure 7-4

Figure 7-4. Updates in Network with Outbound Route Filters
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The update for subnet 10.1.2.0/24 is not propadated Bravo to Charlie due to an
outbound route filter. Charlie (and subsequentlitd)ehus has no information on
subnet 10.1.2.0/24 in its EIGRP topology datab@#®en the subnet 10.1.2.0/24
disappears, the query is propagated from Bravdhtarl@ according to rules in
"EIGRP Route Filters" in this chapter, but Chanienediately replies with infinite
metric because it has no information about the subeing queried in its topology
database. Router Delta is not affected at all Fsgere 7-5for graphical
representation of packet flow).

Figure 7-5. Query Propagation in a Network with Out ~ bound Route Filters
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Contrary to outbound route filters, inbound EIGRRBLte filters establish a query
boundary on the router where the filter is deploy@ansider the network iRigure 7-
6, which is very similar to the one Kigure 7-4 only the outbound filter on Bravo is
replaced with the inbound filter on Charlie.

Figure 7-6. Updates in a Network with Inbound Route Filters
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The update for subnet 10.1.2.0/24 is propagated f{pha through Bravo to Charlie
where it's dropped by inboumistribute-list and never entered in the EIGRP
topology database. When the subnet 10.1.2.0/24bsesjuently lost, Alpha starts a
diffusing computation and sends a query to Brawab pinopagates it to Charlie.
Charlie, however, immediately replies with infinitestric because it has no

information about subnet 10.1.2.0/24 in its topgldgtabase due to an inbound route
filter. The whole process is also illustratedrigure 7-7

Figure 7-7. Query Propagation in a Network with Inb  ound Route Filters
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Case Study—DUAL-Mart ISDN Dial-Backup Network Redes

ign

For more information on this case study, please visit

http: //www.ci Scopr ess.comveigrp.

Equipped with the new information from "EIGRP Rok&tkers," and "Query
Boundaries Established by EIGRP Route Filtersthis chapter, you are now ready
to solve the DUAL-Mart case study from "Case StudBartial Connectivity over
ISDN Backup" in this chapter. The DUAL-Mart netwatksigner already identified
the necessary routes that must be advertised byidodl routers in the DUAL-Mart
network to properly support centralized ISDN diatkup. These routes are repeated
in Table 7-7

Table 7-7, Summarization Rules in DUAL-Mart Network

|

Router

| Interface

Announce the Following Routes

Core routers

Subinterfaces toward distributic
routers

1©0.0.0.0/810.x.y.0/24 for remote offices on
ISDN dial backup

Distribution
routers

Subinterfaces toward core and
remote offices

10.x.0.0/16

Summarization can still be used on distributiorntecsito generate the 10.x.0.0/16
prefix. It can no longer be used on core routecabse any summarization on Frame
Relay interfaces from core to distribution routenppresses the 10.x.y.0/24 routes
needed for proper dial-backup connectivity.
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This dilemma can be solved in the following confafion steps on the core routers:
Step 1.Remove summarization from Frame Relay interfaces.

Step 2.Add route filters on Frame Relay interfaces. THéts should permit only
10.0.0.0/8 and 10.x.y.0/24 routes and deny altelgeonal prefixes (10.x.0.0/16).
Step 3.A route to 10.0.0.0/8 must be generated somehoause the summarization
process no longer generates it.

Although the first step may be evident, building tight IP access list turns out to be
far from easy. Standard IP access lists cannotsafisnet masks; you're limited to
matching IP network addresses only. Careful evalnadf routes that have to be
accepted by the access list lead to the followongctusions (graphically represented

in Example 7-):

+ Prefix 10.0.0.0/8 should be permitted.

« The ACL should deny all routes where the third bgteero and the second
byte is anything. (These routes would probablyhgeregional prefixes.)

« The ACL should deny all routes where the second Isyrero and the third
byte is anything. (These routes would probablyngesubnets of the core
location.)

« The ACL should permit all other routes in netwofk@0.0 where the fourth
byte is zero. (The check on the fourth byte woulzbpbly stop prefixes
longer than /24.)

NOTE
As you've probably noticed, the explanations faraugs checks in the target ACL
are rather vague. That's because the standara&é8sakists cannot match subnet
masks. The best you can do with standard IP adistsss to filter on presence or
absence of zeroes in specific parts of the IP addaad hope that your network
does not contain unusual routes like subnet zero.

The corresponding IOS standard IP ACL is also gimeéiixample 7-1

Example 7-1. Graphical Representation of IP Route F ilter on Core Routers

Core-A#tshow ip access-lists

Standard IP access list NoRegPrefix
permit 10.0.0.0
deny 10.0.0.0, wildcard bits 0.255.0.0
deny 10.0.0.0, wildcard bits 0.0.255.0
permit 10.0.0.0, wildcard bits 0.255.255.0

The relevant portions of core-router configuratawa shown irExample 7-2The
configurations of the distribution layer or remoféce routers are not changed.

Example 7-2. Core Router Configuration in DUAL-Mart ~ Network

hostname Core-A

!

interface SerialO

encapsulation frame-relay

!

interface Serial0.1 multipoint

description Primary links to distribution routers

ip address 10.100.1.100 255.255.255.0

no ip summary-address eigrp 42 10.0.0.0 255.0.0.0
bandwidth 512
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frame-relay interface-dici 213
frame-relay interface-dici 214
I

interface Serial0.2 multipoint

description Backup links to distribution routers

ip address 10.100.2.1 255.255.255.0

no ip summary-address eigrp 42 10.0.0.0 255.0.0.0
bandwidth 256

delay 4000

frame-relay interface-dici 313
|

router eigrp 42
network 10.0.0.0
distribute-list NoRegPrefix out Serial0.1

distribute-list NoRegPrefix out Serial0.2
|

ip route 10.0.0.0 255.0.0.0 NullO
|

ip access-list standard NoRegPrefix
permit 10.0.0.0

deny 10.0.0.0 0.255.0.0

deny 10.0.0.0 0.0.255.0

permit 10.0.0.0 0.255.255.0

Prefix Lists—Improved Route Filters

Case study solution in "Case Study—DUAL-Mart ISDMIEBackup Network
Redesign" in this chapter illustrated how hard ita filter IP network prefixes in
situations where the real filtering should haverbeerformed on the subnet mask, not
on the network number.

The proper tools to use when the network desiguires|subnet mask filters are

prefix lists. They can be used in any place where an IP atisesan be used for

route filter—fromdistribute-list commands tooute-maps Their syntax and

behavior, as shown ihable 7-§ is very similar to named IP access lists with two
major exceptions:

« Lines in prefix lists are numbered, making it etsinsert or delete a specific

line.
« The match condition is modeled optimally for rofitiers as detailed ifable
7-9.
Table 7-8, IP Prefix List Syntax
} Command | Results
ip prefix-list <name> Inserts the line at the end of the prefix list. Tihe is automatically
permit|deny <cond> numbered.
no ip prefix-list <name> |Deletes the specified line from the prefix list.
seq <seqg#> ...
ip prefix-list <name> seq|Inserts the specified line at the desired insenpioimt in the prefix list.
<seg#> ... Cannot be used to overwrite an existing line; tkistimg line has to be
deleted first.
ip prefix-list <name> Assigns description to the prefix list.
description <line>
Table 7-9, IP Prefix List Conditions

} Command | Results
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ip prefix-list <name> permit|[deny <ip |Matches the specified prefix
prefix>/<prefix-length>

ip prefix-list <name> permit|[deny <ip |Matches all routes that fall within the specifi€ddddress
prefix>/<prefix-length> ge <pfx-len> |space and have subnet masks longer or equal (ibeuof
prefix bits) than the specified prefix length

ip prefix-list <name> permit|[deny <ip |Matches all routes that fall within the specifi€ddddress

prefix>/<prefix-length> le <pfx-len> space and have subnet masks shorter than or echal t
specified prefix length

ip prefix-list <name> permit|[deny <ip |Matches all routes that fall within the specifiéldddress
prefix>/<prefix-length> ge <min-len> le/space and have subnet masks lengths between mamden
<max-len> max-len (inclusive)

NOTE
Prefix lists are implemented in I0S 11.3 and akbava! 10S versions that include
BGP support. However, they are not officially doanted even in the I0S 12.0
release.
To use the prefix list in place of the IP accessttb filter EIGRP routing updates, you
have to use the slightly modified syntax of thstribute-list statement, as
documented iTable 7-10
Table 7-10, Configuring EIGRP Route Filters

Router Configuration
Command

distribute-list prefix <prefix- |Applies specified prefix list to all updates reazivfrom all neighbors.
list> in
distribute-list prefix <prefix- |Applies specified prefix list to all updates reaivthrough specified
list> in <interface> interface.

distribute-list prefix <prefix- |Specified prefix list is applied to all updatestsen
list> out

distribute-list prefix <prefix- |Specified prefix list is applied to all updatestsimough specified
list> out <interface> interface.

distribute-list prefix <prefix- |Specified prefix list is applied to all routes reesl through

list> out <routing-process> |redistribution from specified routing process beftrese routes are
stored in EIGRP topology database.

To illustrate the versatility of the prefix listspmpare the route filter on the DUAL-
Mart core router as implemented with a prefix (Example 7-3 with the same filter
implemented with an IP access lisixémple 7-).

Results

Example 7-3. Route Filter Implemented with a Prefix  List

ip prefix-list NoRegPrefix description Outbound fil ter toward
regional distribution
routers
ip prefix-list NoRegPrefix seq 5 permit 10.0.0.0/8
ip prefix-list NoRegPrefix seq 10 permit 10.0.0.0/8 ge24le25

Case Study—Network Meltdown after Frame Relay Failu re

For more information on this case study, please visit

http: //mwww.ciSscopr ess.comveigrp.

DUAL-Mart engineers implemented proper routing pels on the core routers and
wanted to validate their concept in a series dbtélhe initial test went pretty well;
correct routes were established, full connectiviis retained after the ISDN dial-
backup was activated, and the remote office rqutaperly disconnected the ISDN
call when the Frame Relay connectivity was reessthéd.
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Encouraged by the early results, the engineersmgad the testing by simulating a
distribution layer node failure. They simply shoth the Frame Relay interface of
the DR-1 router. ISDN calls from all the remoteiadt in region 1 to the central
access server were established, and all conngativéicks proved that the routing
was working correctly. It seemed that the new netvaesign was optimal until
someone discovered that every router in the wheteark carries all routes toward
the remote offices.

Exercise 7-3

Using the core router configuration from Figure @@l distribution-layer
router configuration from Figure 6-18 @hapter 6figure out why every

router in the DUAL-Mart network carried routes 80N-connected remote
offices.

Based on their previous experiences with EIGRPJAL (see "Remote Office
PVC Failure" inChapter %, the engineers felt that these new very speiites
could present a potential network meltdown trig¢awever, some of the engineers
thought that the extra routes carried by all theers were cosmetically displeasing
because the ISDN routes would be superseded l»r betites before ISDN
connection would be torn down; ISDN call disconngotld therefore not trigger the
DUAL event. Unfortunately, they were proved wrolghen the distribution-layer
Frame Relay connection was reestablished and I1SdlIslfcom remote offices were
disconnected, the DUAL-Mart network experienceem@es of Stuck-in-Active
events, nearly causing a complete network meltdown.

Exercise 7-4

Using results from Exercise 7-3, figure out why BN route to RO-11 on
DR-2 and RO-21 was not superseded by a better tolR©-11 when the
Frame Relay interface on DRwas enabled. Router names are defined i
network diagram irfrigure 7-2

Exercise 7-5

Continuing from Exercise 7-4, simulate the EIGRErgg in the DUALMart
network after the ISDN dial-up connection is discected by the RO-11.
Use results from "Remote Office PVC Failure'Ghapter Swhich discusse
diffusing computation following a PVC failure toetlhemote office router a
the basis for your analysis.

("))

Luckily for the DUAL-Mart engineers, the final fthey had to apply in their network
was extremely easy. The only additional design theg had to incorporate was as
follows:

« Announce individual remote office routes reachaer ISDN dial-backup to
only the distribution layer router to which the @ office is normally
connected.

Implementing this design rule placed a large camagon and maintenance burden

on the DUAL-Mart engineers because the core rodtadsto contain a number of
different outbound filters (one for each regiony. 8simple twist (filtering the routers
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on the inbound interface in the distribution lay@auters), the whole design became
simple and clear:

- Core routers use a static route to Null O interfacguarantee that the route to
10.0.0.0/8 will always be reachable.

« Core routers announce only 10.0.0.0/8 and routesnote offices reachable
over ISDN dial backup to the distribution layer tens.

- Distribution layer routers accept only routes #®mote offices in their region
from the core routers.

The relevant portions of the distribution-layer teruconfiguration are shown in
Example 7-4

Example 7-4. Distribution-Layer Router Configuratio n

router eigrp 42

network 10.0.0.0

distribute-list prefix MyRegionOnly in Serial0.1

distribute-list prefix MyRegionOnly in Serial0.2

|

ip prefix-list MyRegionOnly seq 5 permit 10.0.0.0/8

ip prefix-list MyRegionOnly seq 10 permit 10.1.0.0/ 16 ge 24

Exercise 7-6

Simulate the EIGRP behavior that follows ISDN lolikconnect in DUAL-
Mart's network with the modified design rules.

Summary

EIGRP offers a rich set of route filters due tociisse proximity to distance-vector
protocols. The route filters can be applied eitjlebally or on a per-interface basis
and can affect inbound or outbound routing updates.

Route filters can be used as a security mechamsncttease the reliability of routing
information exchange; they are also versatile dahatools because every route
filter establishes an EIGRP query boundary. Theemestablishes a query boundary
where the inbound filter is deployed or one hopdmelthe router where the outbound
filter is deployed.

EIGRP supports both simple route filters basedPoadcess lists where you can filter
routing information based on network number, butarothe subnet mask, as well as
prefix lists where the filter can be specifiedennhs of IP prefix and the subnet mask
length. Usage of extended IP access lists to faliP subnet mask route filtering
was not discussed because this use of extendextéBsalists was made obsolete by
the introduction of the prefix lists.
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Chapter 8. Default Routes

In this chapter, you see how 10S implements def&ufbuting and the options you
have for transporting default routes in EIGRP. Thapter concludes with a case
study illustrating how the extensive use of defanlites can introduce query
boundaries in a network with no hierarchical adsiresscheme.

Chapter 6, "EIGRP Route SummarizaticandChapter 7, "Route Filtersgave you
powerful EIGRP scalability tools that have a singbenmon drawback; they can
usually be applied only in networks with a goodeéally thought-out IP addressing
scheme. In networks that historically have hadiecanchical IP address structure, a
different approach to network layering can be used:

« Central (core) routers know every possible routdhénetwork.
+ Remote (access) routes know only the routes im tie@ghborhood and a route
toward the core of the network (default route).

The same layering approach can be applied reclysesulting in a multilayer
hierarchy where the following rules apply:

- Routers in layer 1 (access layer) know only thatal routes and the default
route toward the next layer.

« Routers in layer N know all routes from layer-Neliters and the layer-N
routers connected to them as well as the defautertoward layer N+1.

When this approach is put to use in an enterpes&ark connected to the Internet,
the structure looks similar to the onehigure 8-1

Figure 8-1. Multilayer Structure in an Enterprise N etwork Connected to the Internet
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As you can see iRigure 8-1 the multilayer hierarchical structure is alsoduggthin
the Internet and extends all the way down fromctire Internet routers that carry all
the known routes in the Internet to the enterpaseess router, which carries only its
own subnet routes and a default route toward thernse distribution layer.

IP Default Routing and I0S Specifics

Every modern IP router follows tlobassless IP routing model that can be described
using a simple set of rules:

« For every packet, find the longest matching prédixthe destination address
in the routing table.
« Drop packets where you cannot find any matchinfjze.

Using this model, it's easy to understand why thee 0.0.0.0/0 is also called a
default route:

« Whenever another route matching the destinationeaddn the routed IP
packet exists in the routing table, the other rasitesed because no route has a
shorter prefix than the default route.
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- If there is no other matching route, the defaultteas always used because it
matches every destination IP address.

NOTE

Based on these findings, you'd assume that IP Weéauing is a straightforward
mechanism—and you'd be wrong. To complicate mat®S contains several
features that interfere with this modellassful versus classless routing,default
candidates, and thegateway of lastresort.

Classful and Truly Classless Routing in I0S

IOS has routed IP packets following floagest prefix match rule since IOS version
9.1. The difference between truly classless ansstii&drouting in 10S lies in the way
supernet routes (including the default route) aeduor subnets of known networks:

« Inthe classless mode, the I0S strictly follows ¢hessless routing model
outlined in "IP Default Routing and IOS Specifies'this chapter.

+ In the classful mode, IOS does not use the supeonéts for unknown
subnets of known networks; whenever a single suliineimajor IP network
appears in the IP routing table, the supernet sofiteluding the default route)
are not used for other subnets of the same network.

You could also simulate the classful behavior db Iy assuming that IOS installs a
hidden summary route pointing to Null O for evergjar network as soon as the first
subnet of that network appears in the routing talie hidden summary route
prevents the supernet routes from being used bedgigsalways the best matching
prefix for all unknown subnets in that network.
The classful versus classless behavior is configusing thap classlessommand as
shown inTable 8-1

Table 8-1, The ip classless Command
| Command | Results
lip classless|Configures true classless routing. Default in 10S31and above.

no ip Partial classless routing is enabled. Superneesoarte not used for unknown subnets|of
classless |networks where some subnets are known in the mtdinle. Default for all IOS versiol
up to 11.2.

Default Candidates and Gateways of Last Resort

Further deviations from the standard IP classlessirg model are thdefault
candidate routes and associated gateways of last resort. Sevaragan the IP
routing table can be marked as the default canedateaning that they mark the exit
from the local routing environment toward anotlasselr that has more routing
information. The default candidates are not usedefasult routes themselves; 10S
evaluates all default candidates and chooses #vith minimum administrative
distance and minimum routing metric as the bestidetandidate. The next hop
router of the best default candidate becomes ttevgg of last resort.

NOTE

The default route is considered to be just anafleéault candidate in 10S.

Whenever a better default candidate is found irr¢kiéing table, the default route

is ignored (deviating from the classless routingleipand another gateway of last
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resort is used to forward packets to unknown dastns, as shown iBxample 8-
1

Example 8-1. Sample show ip route Printout

DR-1#show ip route

Gateway of last resort is 10.100.4.100 to network 1 0.0.0.0
* 10.0.0.0/8 is variably subnetted, 8 subnets, 3 masks
D 10.1.1.0/24 [90/40537600] via 10.1.100.1, S erial0
D*  10.0.0.0/8 [90/11535872] via 10.100.4.100, Serial0.2
D 10.1.0.0/16 is a summary, Null0

C 10.1.0.0/24 is directly connected, Ethernet 0

C 10.100.4.0/24 is directly connected, Serial 0.2

C 10.100.1.0/24 is directly connected, Serial 0.1

C 10.1.100.0/24 is directly connected, Serial 0

D 10.210.0.0/16 [90/41024000] via 10.1.100.1, Serial0
D*EX 0.0.0.0/0 [170/166656000] via 10.1.100.1, Seri alo

The default candidates can be configured locallyherouter using thip default-
network command or learned via a routing protocol thapsuis default
candidates—currently, the only two routing protedblat support them are IGRP and
EIGRP.
Theip default-network command works in several different ways, as docuetein
Table 8-2

Table 8-2, The ip default-network Command

} Command | Results

ip default-network Marks the network as default candidate in the IRing table. Starts
<major-network> for redistributing the network in all IGRP and EIGRPgesses. Marks the
connected networks network in the EIGRP topology database with defaaitdidate flag.

ip default-network Marks the network as default candidate in the IRing table. If the
<major-network> for network is already in EIGRP topology database, m#itk network with

nonconnected networks |default candidate flag. Takes no further actionim$ert the network into
EIGRP topology database.

ip default-network Equivalent t@p route <major-network> <mask> <subnet>

<subnet>

Inserts the summary route for the major network imhich the subnet
belongs in the routing table.

Monitoring Default Candidates

The routes that are default candidates are marikbdaw asterisk in the main routing
table (as seen iBxample 8-2. They also carry aexterior flag that can be observed
in the EIGRP topology database by usingshew ip eigrp topology <network>
<mask>command (seExample 8-3
NOTE
The asterisk in the routing table printout has aldi® meaning because it is also
used for marking the currently used process switg@dah when a router has
multiple equal-cost paths to the same destination.

Example 8-2. IP Routing Table with Several Default ~ Candidates

RO-11#show ip route
Codes: C - connected, S — static, D - EIGRP,
EX - EIGRP external, * - candidate default
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Gateway of last resort is 10.1.100.100 to network 1

10.0.0.0/8 is variably subnetted, 7 subnets, 3
D*  10.0.0.0/8 [90/42048000] via 10.1.100.100,
Serial0.1
C 10.1.1.0/24 is directly connected, Ethernet
D 10.1.0.0/16 [90/40537600] via 10.1.100.100,
Serial0.1
D 10.100.4.0/24 [90/41536000] via 10.1.100.10
Serial0.1
D 10.100.1.0/24 [90/41024000] via 10.1.100.10
Serial0.1
C 10.1.100.0/24 is directly connected, Serial
C 10.210.0.0/16 is directly connected, Serial
D*EX 0.0.0.0/0 [170/166144000] via 10.210.0.2, 00:0

Example 8-3. EIGRP Topology Database Entry with Def

RO-11#show ip eigrp topology 10.0.0.0
IP-EIGRP topology entry for 10.0.0.0/8
State is Passive, Query origin flag is 1, 1 Succe
42048000
Routing Descriptor Blocks:
10.1.100.100 (Serial0.1), from 10.1.100.100, Send
Composite metric is (42048000/11535872), Rout
Vector metric:
Minimum bandwidth is 64 Kbit
Total delay is 80000 microseconds
Reliability is 255/255
Load is 1/255
Minimum MTU is 1500
Hop count is 2
Exterior flag is set

0.0.0.0

masks
00:00:58,

0
00:07:56,

0, 00:07:56,
0, 00:07:56,
0.1

2.22
0:58, Serial2.22

ault Candidate Marker Set

ssor(s), FD is

flag is Ox0
e is Internal

Default Routes and Default Candidates in EIGRP

EIGRP supports the IP default route (0.0.0.0/0)el as candidate default routes
(default candidates). There are, however, several differences beti&RP and
other routing protocols, such as RIP, OSPF, 0 9S-I

« EIGRP is the only classless routing protocol thegp®rts default candidates.

« Although EIGRP can carry the default route (0.0@®.@s a regular IP route, it
never generates it in the topology database. Qoritvehat, RIP always
generates the default route as soon as the rasedfrhas gateway of last
resort set. OSPF generates the default routetunbaos NSSA area and 1S-IS
generates the default route pointing toward theestdevel-2 router on any

level-1 router.

- To insert the default route into the EIGRP topoldgyabase, you have to
manually configure redistribution of the defaulute. Contrary to that, you
can configure the default route announcement inFO®Bting process using
thedefault-information originate command.

« Whenever the default route is redistributed inenEAGRP topology database,
the default candidate marker is set automaticallyhe entry in the topology

database.
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+ EIGRP automatically redistributes connected networlsubnets) marked as
ip default-network into the EIGRP process. No other classless routing
protocol performs redistribution behind the scenes;, always have to
configure it.

EIGRP enables you to further fine-tune defaultinfation. You can selectively erase
the default candidate flag from incoming or outgpiauting updates using the
commands fronTable 8-3
Table 8-3, Default Information Propagation Control in EIGRP
EIGRP Router

Configuration
Command Result
default-information in |Erases the default candidate marker from all rezkioutes not matched by
<ACL> the IP access list <ACL>
default-information Erases the default candidate marker from all rontgsnatched by <ACL>
out <ACL> when they are advertised to EIGRP neighbors

no default-information |Does not accept any default candidate markers
in
no default-information |Does not mark any routes as default candidatestgpong updates. The
out router itself still uses the default candidate reaskon the routes in the
EIGRP topology database to select its own gateviiégasbresort.

EIGRP Default Routes—Design Examples

The variety of EIGRP tools you can use to impleniBrdefault routing in the EIGRP
environment makes your life easier, but also moteresting because you have more
options from which to choose. In this section, fa&e a few simple designs and
their alternate implementations using a varietiZl8RP tools. A more complex
design with default route hierarchy is detailedhia case study later in this chapter.

Enterprise Network with a Single Connection to the Internet

In the first example, we'll focus on a simple, yety common scenario: An enterprise
network is connected to the Internet in a singl@tpaimilar to the setup shown in

Figure 8-2

Figure 8-2. Simple Customer Connection to the Inter  net
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Your connection to the Internet should always bplé@mented in a secure way.
The least you should do is use the firewall featigteon the router connecting your
enterprise network to the Internet. Better yet, gbauld deploy a full-scale
firewall.
There are two possible ways of configuring the Glmer. The first is to declare the
external subnet connecting the GW router and ttexriet service provider as the
default network (see the configurationirample 8-4 The external subnet is
automatically redistributed into EIGRP with the tgrametric of the interface
connecting the GW router to the ISP. It is alsgdked as the default candidate,
making all the other routers aware that they shasklthe next-hop router toward
GW as the gateway of last resort.

Example 8-4. Default Routing toward the Internet Im  plemented with the default-network
Command

hostname GW
|

interface serial 0
ip address 192.77.3.6 255.255.255.252

bandwidth 64
|

interface ethernet 0
ip address 131.7.13.5 255.255.255.0
|

router eigrp 42

network 131.7.0.0
|

ip default-network 192.77.3.0

The second method is to configure the static defaute pointing to the external
subnet or to the physical interface itself and nadlguedistribute the default route
into EIGRP (see the configurationixample 8-% The redistributed route would
normally inherit interface parameters, but you daalso overwrite the interface
metrics by specifying metrics directly in thedistribute command.

Example 8-5. Default Routing toward the Internet Im  plemented with the Static Default
Route

hostname GW
|

interface serial 0
ip address 192.77.3.6 255.255.255.252
|

interface ethernet 0
ip address 131.7.13.5 255.255.255.0
|

router eigrp 42
network 131.7.0.0

redistribute static metric 64 20000 255 1 1500
|

ip route 0.0.0.0 0.0.0.0 192.77.3.5
WARNING
Static routes pointing to an interface were correidéo be static in old I0S
versions; then the 10S was changed to consider toenected (recent I0S
versions up to and including 10S 11.2). The lal@8 versions again treat the
static routes pointing to an interfacestic (I0S 11.3 and 12.0). Configurations
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relying on static routes pointing toward physicderfaces could break when you
upgrade your router from I0S 11.2 (or any priorsian) to 11.3 or 12.0.
Both alternatives are almost identical, with a fewmor differences:

+ The EIGRP vector metric of the default route caméier controlled in the
second setup because you can control the redistnibof the default route
into the EIGRP process. (In the first setup, tliesteibution is automatic and

you cannot configure or tune it.)
« The second setup works even when the IP subnétedink between the GW

router and the ISP belongs to the customer's asldpzxce.
Enterprise Network with Multiple Connections to the Internet

A multihomed customer connection to the Internetsdioot represent any additional
burden on the EIGRP side; two gateway routersKggae 8-3 are configured in
exactly the same way as the gateway router in ‘tange Network with a Single
Connection to the Internet” earlier in this chapter

Figure 8-3. Multihomed Customer Connection to the |  nternet
Customer Network Internet service provider
131.7.0.0116
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It's important, however, to fine-tune the EIGRP mostof the default candidates. If
they are implemented correctly, all the routerhmnetwork choose the better exit
point. The exit point might always be the saméd links to the Internet have
different link speeds (for example, primary andKkagrclinks to the Internet). If the
links to the Internet have approximately the sapeed, routers closer to one of the
interconnection points use that interconnectiompisulting in proper load sharing
between the interconnection points.

NOTE

This design addresses only the requirements afulbgoing traffic (traffic sent

from the enterprise network toward the Internegsuéying proper return traffic

flow is a much harder task requiring careful desigrthe ISP end.

Case Study—GreatCoals Network
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For more information on this case study, please visit

http: //www.ci Scopr ess.comveigrp.

GreatCoals mining corporation (see also "Case Stignnectivity Loss Following
Private IP Address Deployment"” @hapter &or more information on the company)
has evolved into a multinational corporation witkfemtions in the United States and
several foreign countries with sales offices thitoaug the world. Its network grew as
the company expanded, but no real network designewar put in place. It's already
introduced some hierarchy in the network, mainlyetduce WAN costs. Typical parts
of the current network are schematically represemté&igure 8-4

Figure 8-4. GreatCoals Network
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Although GreatCoals never did a real network desigmonetheless followed a set of
loose rules:

« The core of the network is implemented with a 7&illy redundant router.
Corporate-wide servers connect directly the LANifaces of this router, and
all international links terminate on it. All linkeward the regional
concentration sites also terminate on the samermrout

« Sales offices in countries where GreatCoals hagashles presence link to
the central 7576 with low-speed Frame Relay conorest with the typical
Committed Information Rate (CIR) being 32 kbps.

« Central sites in countries where GreatCoals hasgimperations link to the
central 7576 with high-speed Frame Relay or ATMnemions, the typical
CIR being over 1 Mbps. All other sites in the caowyrink to the in-country
central site, and the international traffic is cemitated there.
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+ Regional concentration sites in the U.S. servesime purpose as the foreign
in-country central sites. All minor sites in theSJconnect to the regional
concentration sites.

« Major U.S. sites connect directly to the core routgh high-speed ATM
PVCs.

GreatCoals never had a structured IP addressirggrsxhnitially, the company got a
class-B address (131.7.0.0/16) that was subnetied 8-bit subnet masks.
Additional public class-C addresses were introdwekdn the company ran out of
address space, and finally, the private IP addsessee used for WAN links and
loopback addresses on the routers. In short, thtengptables were a total mess. They
used no scalability tools; so all the routers lwadarry all the routes of the whole
GreatCoals global network. No wonder they stanteexperience Stuck-in-Active
events.

Exercise 8-1

Simulate EIGRP behavior in the GreatCoals netwdrkmwany WAN
connection is lost. Use the results from "Why DidAL-Mart Fail?" and
"Case Study 2 —Diffused Computation in Hierarchidatworks" inChapte
5, "Scalability Issues in Large Enterprise Netwgrks help you.

When the GreatCoals' engineers tried to improvestiadability of their network, they
faced a huge obstacle. Because they had no hieralrth addressing scheme, they
couldn't use any traditional scalability tools, Is&s route summarization. The only
tool they could use was IP default routing in camaliion with route filters. They
proposed the following design:

« The core router (7576) would have a static defauwite pointing toward the
Internet firewall. This default route would be retibuted into EIGRP.

« The core router would announce only the defaultedol all the other routers.
Route filters would be used to implement the nergsiitering mechanism.

« All the concentration routers would announce ohby default route to the
remote offices. A floating static route would bstadled in the concentration
routers to guarantee default route presence exwtba WAN link to the core
router failed.

« All routers in the network would announce all theates to their upstream
neighbors.

The relevant portions of the core router configoratire shown ifcxample 8-6
Relevant portions of concentration router configioraare shown ifexample 8-7

Example 8-6. GreatCoals Network—Core Router Configu  ration

hostname Core-7576

|

router eigrp 131

network 131.7.0.0

network 10.0.0.0

redistribute static metric 64 20000 255 1 1500
distribute-list DefaultOnly out

|

| Default route toward the firewall
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ip route 0.0.0.0 0.0.0.0 131.7.10.2
|

I Backup default route in case the firewall subnet is gone
ip route 0.0.0.0 0.0.0.0 Nullo 250
|

i.p access-list standard DefaultOnly
permit 0.0.0.0

Example 8-7. GreatCoals Network—Concentration Route  r Configuration

hostname Houston

]

router eigrp 131

network 131.7.0.0

network 10.0.0.0

redistribute static metric 64 20000 255 1 1500
|

I distribute-list applies only to FR links toward r emote offices
|

.distribute-list DefaultOnly out Serial O
|

I Backup default route in case the core default rou te is gone
ip route 0.0.0.0 0.0.0.0 Null0 250
|

i.p access-list standard DefaultOnly
permit 0.0.0.0

Exercise 8-2

When the new network design was implemented, tineeun of routes in all
routers drastically decreased and the number ofeéS&hts was reduced. S
events still occurred occasionally, though, andriigvork was still
converging slowly. Why? Hint: Focus on low-speei@inational links.
Simulate what happens when a regional WAN connedtidcsermany fails.

A

Exercise 8-3

How could you improve the GreatCoals design toestie low-speed
international link bottleneck?

In the end, GreatCoals implemented additional bd@lameasures proposed by an
external consultant. (You could do it yourself aftempleting Exercises 8-2 and 8-3.)
The network worked optimally, until the users du¢ tipper hand again. The
international sales offices decided to installtlogvn Internet connections to

accelerate the information exchange with local hess partners and claim

ed that

they should not receive a default route from the couter because their default route

pointed to the Internet.

Exercise 8-4

Assuming that there is good business justificatarrthe requests of
international sales offices, is the default roeteeived from the core router,
really preventing them from connecting to the In&® Is there any way th
could successfully connect to the Internet locatig still use the default
route supplied by the core router to reach all cafe networks? Hint:
Consider proxy servers or double-NAT.
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Summary

Default routes by themselves are not scalabilibystodeployment of default routes
can never result in reduction of the routing tadire. They are, however, an excellent
complement to route filters:

« Route filters cannot be used by themselves bedhegeusage would
probably result in lost connectivity. Default rositean be deployed to replace
the lost information.

- Default routes cannot be used by themselves betaegelon't reduce the
size of the IP routing table. Route filters carcbafigured to eliminate the
routing information made redundant by the defaulite.

The traditional classless IP routing model supponly a single default route
(0.0.0.0/0). I0S implementation gives you the &piio include several default
candidates in the network. The next-hop routehefltest default candidate becomes
the gateway of last resort.

EIGRP support of the default routes (and defauitcates) differs slightly from the
way all other routing protocols support defaulttes) the default route is never
generated by the routing protocol but has to béigored manually and redistributed
into EIGRP. On the other hand, EIGRP gives youebetbntrol over default
information exchange than any other interior ragifamotocol.
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Chapter 9. Integrating EIGRP with Other
Enterprise Routing Protocols

In some situations, even the most judicious u€elGRP scalability tools cannot
improve the way a network behaves. Examples oktkesnarios (some of them
covered in the initial case studies) include tHe¥%ang:

« Logically structured networks with no IP addressstrgicture or hierarchy

« Large networks with no logical structure (for exaeamo
core/distribution/access layer)

« Networks with an extremely large number of routesuélly as a result of
scenario 1)

In all these scenarios, you cannot design a se&afaivork using only EIGRP. You
have to combine the benefits of EIGRP with bengfitsther routing protocols to
make the network stable and scalable.

EIGRP needs to be integrated with other routingqmals in other situations as well,
for example:

« Migration scenarios, where the customer is miggataward (or away from)
EIGRP

« Integration scenarios, where routers or other @ésvicom other vendors that
don't support EIGRP have to be integrated in the/onk

In all these cases, you need to integrate sevauihg protocols into a seamless
whole using an 10S function calleddistribution. Redistribution enables you to
propagate routing information learned via one mgprotocol into another routing
protocol, filtering and making metric adjustmentstbe way.

In this chapter, you'll be faced with several cstslies that illustrate the various
scenarios listed previously. You're encourageabeesthese case studies before
reading the solutions at the end of this chaptee dase studies are followed by the
in-depth discussions on redistribution in generabwit works, when it's safe to
redistribute between various routing protocols, hod you can make redistribution
safer. The redistribution theory is augmented leysiblutions to the case studies
giving you examples from real-life EIGRP networks.

Case Study 1—Large Network with No Addressing Struc  ture

For more information on this case, please visit http://www.ciscopress.comv/eigrp .
DUAL-Mart, one of the large department store chamthe U.S. has gone through a
complete reorganization. (S€hapter 5, "Scalability Issues in Large Enterprise
Networks," Chapter 6, "EIGRP Route SummarizatiamdChapter 7, "Route
Filters,"for detailed information on how its network evolvaekr time.) The network
design had to follow the business reorganizatiesiilting in complete reordering of
WAN connections:

« Some of the regional offices (hosting distributiager routers) were
eliminated because it turned out they were notifatade enough.
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« Alarge percentage of the stores were reassignaditiberent regional office
to make the regions more comparable in size arehrteyv(and generate equal
opportunity for the regional managers—or so the @E@lained).

The reorganization and rewiring of WAN connecti¢sseFigure 9-) completely

destroyed the hierarchical structure of the DUALrMeetwork and the hierarchical
mapping of IP addresses into the network structure.

Figure 9-1. DUAL-Mart Network after Reorganization
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As you can see frorRigure 9-1 remote offices belonging to one region (for exiEmp
RO-21) were connected to another distribution-lageter, so the distribution layer
routers can no longer summarize routes towardsdire

Exercise 9-1

Figure out why the summarization in DUAL-Mart netkdas designed in
"EIGRP Behavior in Dual-Mart Network after Two-St8pmmarization” in
Chapter 6nvould no longer work. Review the case study indBMart:
Partial Connectivity over ISDN Backup" hapter 7or initial hints.

Exercise 9-2

How could you maximize the scalability of the DUAMart network even
though the distribution-layer router cannot sumaethe routes it is
advertising into the core any more? Review "DuaklM8DN Dial-Backup
Redesign" inChapter 7o get ideas from a similar design.

The network designers in the DUAL-Mart network waveare of the solution from
Exercise 9-2, but that solution did not solve ohthe major instability issues in the
network: Whenever a link to a remote office wentvdpall the other remote offices
(and both core routers) were still forced to pgstte in the diffusing computation.
They wanted to make the access part of their nétware stable and it looked like
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the only practical solution to their design regmsants was to limit EIGRP to the core
of the network and use another routing protocehaaccess layer.

Exercise 9-3

Why would a PVC failure to a remote office involether remote offices in
diffusing computation?

Case Study 2—Large Network with No Layering

For more information on this case, please visit http://www.ciscopress.com/eigrp .
GreatCoals' network has evolved as the organiza@sgrown in the last decade—
from small national network to large multilayer lgéd network. Although the IT
department tried to insert some layering strucinitbe network, it was more often
than not turned down for budgetary reasons. Thaesults are obvious; the network
has no layered structure (for example, internatianeess routers are connected
directly to the main core router) as seefrigure 9-2 To make matters worse, the
network has no hierarchical addressing schemeh®pdsitive side, the network
designers did implement various EIGRP scalabibtyld (see "Case Study—
GreatCoals Network" ihapter 8, "Default Routed@r more details).

Figure 9-2. GreatCoals Network
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Looking atFigure 9-2 it's obvious that most of the network has thditianal
multilayered structure with core (7576), distrilmuti(Houston, Anchorage, Frankfurt)
and access layer being clearly defined. The remgi@mall) parts of the network
(the international sales offices) are not struatutiee access-layer routers connect
directly into the core router. Although this incstency might appear to be only a
minor cosmetic issue, it causes significant schatglmroblems. Every time a route is
lost from the GreatCoals' network, each internaticales office is involved in the
diffusing computation. The GreatCoals' network gesrs tried every possible tool
and concluded that the only solution that wouldspre this behavior was to exclude
the international sales offices from the EIGRP pssc
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Case Study 3—Network Migrating from Another Vendor to Cisco

For more information on this case, please visit http://www.ciscopress.comeigrp .
MultiCOM is a large national service provider. #aided to use an ATM backbone
and a uniform POP design throughout the countrg. [EhAsed line concentration is
done on Cisco 7513 routers, and it chose Ascendi&din access due to special
features Ascend implemented specifically for its@nple POP configuration is
shown inFigure 9-3

Figure 9-3. MultiCOM Sample POP

1SDN accass

Links toward
leasad-line customers

Dial-in access would be given to residential cusimi{individual PCs) and business
customers for dial-backup (in case their leasesldioes down). Business customers
are also given the ability to dial into another MOOM POP in case the POP they
normally attach to is lost completely.
MultiCOM decided to implement persistent IP addesd®r residential customers; if
a PC dials in and requests a specific IP addredsvis assigned to it a short time ago
(based on the username), the request would beegraPérsistent IP addresses work
only within a single POP.
NOTE
Having the ability to retain your IP address acmissin sessions is a really handy
feature if you are connected to the Internet viammliable dial-up connection.
This feature enables you to continue with your FBRsfer even if the connection
is lost in the middle of the transfer—assuming ybGIP stack does not abort the
FTP session immediately. It's really a shame t@masure is not supported by all
ISPs.
The network designers decided to use EIGRP asthang protocol in the core, but
Ascend routers do not support EIGRP. The only wantegrate the dial-in routers
with the core backbone was to run RIPv2 withinB@P and propagate the routes
learned via RIPv2 into the EIGRP backbone process.

Case Study 4—Service Provider with a Large Number o f Routes

For more information on this case, please visit http://www.ciscopress.comveigrp .
MultiCOM is very successful, and the number ofetssed-line customers has
increased from a few tens to several thousanéwenimplemented Border Gateway
Protocol (BGP) in its core because it never prayigtansit access to downstream
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Internet service providers (ISP) and therefore immed BGP to be more trouble than
it was worth. BGP is run only where necessary—e@nrtuters connecting
MultiCOM to other ISP peers.
As the number of routes in the MultiCOM EIGRP netkimcreased, it experienced
more and more instabilities (usually connected \®itltk-in-Active events). As a
result, several network meltdowns that were extiginard to fix occurred. It looked
like the network grew to a point where it was inuarstable equilibrium; any major
core link outage or router failure could bring thleole network down.
MultiCOM engineers tried to increase the SIA timedut the situation improved
only marginally; the network failed less often, ldten it did, it was even harder to
recover from the network meltdown situation. At #rel, they gave up and brought in
an external network designer, who immediately recey that EIGRP could not
carry all the MultiCOM routes any more. The solatibe designer proposed was to
implement BGP throughout the MultiCOM backbone, raig customer routes into
BGP, and propagate only the BGP next-hop addrés$€&RP.

NOTE

It's worth noting that there is no fixed upper limn the number of routes any

routing protocol, including EIGRP, can successfpligpagate. The upper limit is

usually very soft and depends on the network tapglstability, bandwidth

available on WAN links, and their utilization.

Redistribution between Routing Processes

All the case studies discussed in this chapter bawgething in common. All the
networks discussed in the case studies require thaneone routing protocol to
operate properly. Additionally, in all the casd® tnformation has to be collected in
one routing protocol and propagated into the otherimplement routing information
propagation in Cisco 10S, you use tiogte redistribution mechanism configured
usingredistribute router configuration command. Thedistribute command looks
guite simple and easy to use (&&mple 9-for command syntax), but its proper
usage raises several design and implementatiotiopgs

Example 9-1. redistribute Command Syntax

redistribute <source-protocol>

[metric <metric>]

[route-map <route-map>]

[match internal | external ...]

Parameters of thedistribute command have the meanings definedaible 9-1

Table 9-1, redistribute Command Parameters

} Parameter | Meaning
source- Protocol from which the routing information is retlibuted into the target protocol.
protocol Any routing protocol supported by the router carubed (includingtatic, mobile, or

connected. If the source-protocol supports AS numbers ocpss IDs, the AS number
or process ID has to be specified.

metric The metric of the redistributed route.
(optional)
route-map [The route-map used to filter redistributed routed eptionally set attributes of
(optional) redistributed routes (for example, route tags).

match Applies only to specific source protocols. For epganwhen you redistribute from
OSPF into EIGRP, you can specify that you only wanmedistribute internal OSPF
routes.
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The design questions usually raised when desigwoiatg redistribution include the
following:

« Is the information redistributed only in one diieat(for example, from the
access layer into the core) or in both directidos éxample, core network
implemented with two routing protocols or two neti®being merged)?

+ Is the redistribution between any two routing pools performed only in one
point (for example, on a single router) or in m@aynts (for example, several
routers to provide redundancy)?

These design questions are hard to answer gergacal you'll see some of the
bene-fits and drawbacks of different redistribute@signs in the following sections.
The implementation questions, however, are easianswer:

Which information is redistributed from the source into the target routing
protocol?

Only the routes from the source routing protocal the router itself
uses for packet forwarding are redistributed ihtarget routing
protocol. In other words, redistribution is donenfr the routing table,
not from the EIGRP topology table or OSPF topoldgtabase.

NOTE
All the routes coming from a specific routing pradband being used for packet
forwarding can be displayed with teeow ip route <routing-protocol>
command.

What is the metric of the redistributed information?

EIGRP tries to calculate the proper EIGRP metriadweertise with the
redistributed route if possible. EIGRP can calauthe metric for
routes imported from other IGRP or EIGRP processaspected
routes redistributed into EIGRP, and for statidesuthat have a next-
hop for which EIGRP metric is computable. For &ley redistributed
routes, the metric has to be set manually, eitegrguthemetric option
on theredistribute command itself or using theefault-metric router
configuration command. Routes for which the EIGR&ria cannot be
computed (and no metric is specified manually)rexteredistributed
into EIGRP.

Are subnets from the source routing protocol redigibuted or not?
Redistribution into EIGRP is always classlesstladl routes from the
source routing protocol that are eligible for rédlsition are
redistributed regardless of their subnet masks.

Can | filter the information while doing redistribu tion?

Redistributed information can be filtered using tbgte-map option

of theredistribute command or it can be filtered with tHestribute-
list out command in the target routing protocol.
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NOTE
Thedistribute-list out command usage is extremely counterintuitive. The
seeminglyoutbound filter is specified in théarget routing protocol. The reason for
this behavior is that the redistribution is alwaygull process; the routing protocol
where theredistribute command is configured pulls the information frdme tmain
IP routing table. Due to this design, it's impoksiio specify in one routing
protocol what it should export to another routimgtpcol.
How are the routes received through different routng processes compared to
whenthey try to enter the IP routing table?

The only means of comparing routes received thraliff@rent routing
processes is by comparing #ministrative distances of the routes.
Even if the routing processes are compatible (fangle, two EIGRP
processes or two OSPF processes), the route mateicet compared.

NOTE

If two routing processes are carrying the samerméion with the same
administrative distance, the results are unpreblietdJsually, the route appearing
last in the topology database (the less stable)yawverwrites the previous route
that came into the routing table from another myprotocol with the same
administrative distance.

NOTE

The results are more predictable if both routingcpsses are EIGRP processes.
The route with the best metric is inserted in thating table, and it's even possible
to load share between routes received throughrdiffeEIGRP processes if they
have the same administrative distance and the saetre.

Various Redistribution Designs and Potential Caveat s
When used properly, redistribution can be a powéofl. In the previous section,
you saw how the route redistribution is configuaed implemented. In this section,

we'll evaluate various redistribution designs—frarsimple one-way redistribution at
a single point to a complex multipoint two-way r&dbution.

One-Point, One-Way Redistribution
One-point, one-way redistribution is always sa@mfredistribution perspective.

However, you must take special care to ensurec@uihectivity. Consider, for
example, the network iRigure 9-4

Figure 9-4. RIP to EIGRP Redistribution
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All routes received via RIP are redistributed iEIGRP, giving EIGRP routers full
visibility of subnets in the RIP part of the netkwoRIP-speaking routers, however, do
not have any information about subnets in the EI@R® of the network. To give
RIP-speaking routers full connectivity throughdug network, you can use either one
of the following two techniques:

+ Redistribute EIGRP routes into RIP. This desigdissouraged because it's
extremely hard to scale to more than one redigtabipoint. It can also lead
to routing loops even in some scenarios wheretrdalision is only done in
one point.

« Announce only the default route into the RIP pathe network. All the
traffic originated in the RIP cloud would end uptbe redistributing router.
That router has full visibility of the network andn decide whether to
forward the packets into the EIGRP cloud or dragnitbecause they are
addresses to unreachable destinations.

Multipoint One-Way Redistribution

Single-point redistribution is almost never a golegign choice because it always
results in a single point of failure. Most netwaldsigners would rather implement
multipoint redistribution, but in many cases, tiegyl up using single-point
redistribution due to problems encountered wheingrijo implement redistribution at
several points. The problems you might encountgouf do na\x95 ve redistribution
at several points might range from suboptimal raufbest case) to constant network
instabilities or routing loops (worst case).

The suboptimal routing in multipoint one-way redtstition can result from the
difference in administrative distances. Considargikample, the network irigure 9-
5.

Figure 9-5. Multipoint Redistribution between RIP a  nd OSPF
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OSPF

Routers Alpha and Bravo learn a subnet from Charley both redistribute the
subnet into OSPF, and the routing information reache other router through the
OSPF cloud as well. However, the information reedithrough OSPF (for example,
information sent to Alpha by Bravo) has better atstrative distance than the
information received directly from RIP (for exampieformation received by Alpha
from Charlie). Router Alpha thus starts routinghes toward Charlie through Bravo.
NOTE
The situation can get even worse when you redigibetween two OSPF
processes because there is inherent delay betwiemation being received and
the corresponding route calculation being perforniied seen several networks
endlessly oscillating between two states, runniR§ 8lgorithm every few seconds
on every router in the network.
Suboptimal routing or routing oscillation can neliappen in networks where you
only redistribute informatiomto EIGRP due to the difference in administrative
distances of internal and external routes. Consfdeexample, the network figure
9-6 where OSPF has been replaced with EIGRP.

Figure 9-6. Multipoint RIP to EIGRP Redistribution
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EIGRP

Charlie

As before, Charlie announces a subnet to both AdpiteBravo. The default
administrative distance of the route is 120 (RWhen the information gets
redistributed into EIGRP, the redistributed rout¢sghe default administrative
distance of the external EIGRP route (170) and nswpersedes the RIP route when
the same route is received through EIGRP.

The only scenario where redistribution into EIGRigmlead to suboptimal routing
or even routing instabilities is a multistage EIGRFEIGRP redistribution design,
such as the one shownhigure 9-7

Figure 9-7. Multistage EIGRP Redistribution
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Static routes

In the network irFigure 9-7 Charlie redistributes static routes into EIGRBcpss
13. The redistributed routes already have an adtnative distance of 170. When
these routes get further redistributed into EIGRit@ss 42, the same routing
information appears from two sources (EIGRP 13BEI&RP 42) with the same
administrative distance, resulting in either subopt routing or network instability.
To alleviate the potential problems, you have tangfe default EIGRP administrative
distances of either EIGRP 13 or EIGRP 42 usinglte&ance eigrpcommand
documented ifable 9-2

Table 9-2, distance eigrp Command

| Command | Results

distance eigrp Sets default distance for internal (default is &l external (default is 170)

<internal> EIGRP routes. Administrative distance of interrmltes can be further modified

<external> with distance command. Administrative distancendlividual external routes
cannot be modified.

Multipoint Two-Way Redistribution

Multipoint, two-way redistribution is the hardestitlmplement and is best avoided in
good network designs. Multipoint, two-way redisttilon can result in several serious
routing symptoms:

« Persistent routing loops, when the metrics betweating processes are not
compatible

+  Count-to-infinity problems (including long-term medrk instabilities) when
the metrics can be transferred between the roptiogesses

Fortunately, you only have to follow a very simpkanciple to resolve the routing

instabilities caused by multipoint two-way redilstriion. Never announce
information originally received from routing proseX back into routing process X.
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You can implement stable multipoint, two-way redimition in several ways—all of
them relying on filtering mechanisms to achievdiity, from redistributing only
internal routes to route filters.

Redistribute Only Internal Routes

The simplest stable implementation of multipointptway redistribution redistributes
only internal routes from one routing protocol itive@ other routing protocol.
Consider, for example, the OSPF-to-EIGRP desigwahin Figure 9-8

Figure 9-8. Stable Two-Way OSPF to EIGRP Redistribu tion

EIGRP 42
Alpha Bravo
OSPF 13

Alpha and Bravo should only redistribute intern&RF routes into EIGRP and
internal EIGRP routes into OSPF. These filters umliinediately stop any routing
loops because any redistributed information appesen external route in the target
process. The configuration you can use to implertierge filters is shown in

Example 9-2
Example 9-2. Two-Way Redistribution of Internal Rou  tes

hostname Alpha
|

router eigrp 42

redistribute ospf 13 match internal
|

router ospf 13

redistribute eigrp 42 route-map InternalOnly
|

route-map InternalOnly permit 10
match route-type internal

Redistribute Routes Using Route Tags
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The two-way redistribution design gets slightly moepomplex when at least one of
the routing protocols involved already carries s@xiernal routes that have to be
redistributed into the other routing protocol. Thest efficient filters to use in these
designs areoute tags.
NOTE
Route tags are numbers that can be attached touteewithout influencing the
route selection. Route tags have no meaning foraing protocol itself, but can
be used in route maps to filter redistributed reute
To illustrate the use of route tags, consider &tevark inFigure 9-9where OSPF
already carries external static routes redistrithittéo OSPF by router Charlie.

Figure 9-9. Two-Way OSPF to EIGRP Redistribution wi  th External Routes

EIGRP 42
Alpha Bravo
OSPF 13 .,___3: 70
Charlie

Static routes

Routers Alpha and Bravo can implement the followfiigring approaches:

« Tagging of all routes redistributed from OSPF 18 iBIGRP 42 with a tag of
13

« Tagging of all routes redistributed from EIGRP Aa®biOSPF 13 with a tag of
42

« No redistributing of any routes carrying tag 13Mr&IGRP 42 into OSPF 13

« No redistributing of any routes carrying tag 4nir®SPF 13 into EIGRP 42

You can implement these rules with the configuratommands ifExample 9-3
Example 9-3. Two-Way Redistribution with Route Tags

hostname Alpha
|

router eigrp 42

redistribute ospf 13 route-map Ospfl3_NoTag42
!
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router ospf 13
redistribute eigrp 42 route-map Eigrp42_NoTagl3
|

.route-map Ospfl3_NoTag42 deny 10
match tag 42
|

route-map Ospfl3_NoTag42 permit 20
settag 13
|

.route-map Eigrp42_NoTag13 deny 10
match tag 13
|

route-map Eigrp42_NoTag13 permit 20
set tag 42

Redistribution Control with Route Filters

Sometimes, you're faced with a network designr@tires two-way redistribution,
but one of the routing protocols does not supgatiotion of internal/external routes
or route tags (for example, RIP version 1), sucthaslesign irFigure 9-10

Figure 9-10. Two-Way RIP to EIGRP Redistribution

EIGRP

Alpha Bravo
By F 4
RIP

In these scenarios, the only way to safely implem&a-way redistribution is to filter
redistributed routes based on their IP prefix. Ehdssigns are usually hard to
maintain (because the list of prefixes to be rethisted can change over time) and are
therefore best avoided. You should always considerway redistribution with a
default route (see "Multipoint One-Way Redistriloutl in this chapter) as a preferred
approach.

Case Study Solutions
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Armed with the theoretical understanding of IP s&tution, let's solve the case
studies presented at the beginning of this chaptsh case study solution begins
with a recapitulation of the routing problem aneahcodes with router configuration
examples that solve the specified problem.

Case Study 1 Solution—Integrating RIP with EIGRP

DUAL-Mart network (redrawn irrigure 9-1) has no hierarchical addressing
structure; EIGRP summarization is therefore imgassiThe best scalability can be
achieved with default routes; every layer in thevoek announces only the default
route to the underlying layer. It also receives$ foliting information from the
underlying layer and propagates that routing infation to the layer above (see
Chapter or a similar design).

Figure 9-11. DUAL-Mart Network
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Exercise 9-4

Evaluate how EIGRP would perform in the networleigure 9-11when a
link to a remote office is lost. Also, evaluate whappens when a link
between distribution and core router is lost.

DUAL-Mart engineers found out that a large numteaaters are involved in a
diffusing computation following a link failure regHess of the number of scalability
tools used in their network. Because of this, tthegided to reduce the EIGRP
diameter to the core and distribution-layer routers

RIPv2 is introduced in the distribution-layer ragtand in the RAS router. These
routers announce only the default route via RIRvhé remote offices and collect
subnet information from the remote offices. Theinfation collected via RIPv2 is
then propagated to the EIGRP process. Sample ewafign of a distribution-layer
router (DR1) is shown ikxample 9-4

Example 9-4. Configuration of a Distribution-Layer Router
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hostname DR1

|

I — RIP version 2 is forced

I — only default route is sent to RIP neighbors

I — do not run RIP on subinterfaces toward core
router rip

network 10.0.0.0

passive-interface Serial0.1

passive-interface Serial0.2

version 2

distribute-list DefaultOnly out

|

I — RIP routes are redistributed into EIGRP

I — redistribution metric BW=64 kbps, delay=20000
I — do not run EIGRP on links toward remote offices
router eigrp 42

network 10.0.0.0

redistribute rip metric 64 2000 1 255 1500
passive-interface SerialO

|

ip access-list standard DefaultOnly

permit 0.0.0.0

|

i — floating static route in case the link to core
ip route 0.0.0.0 0.0.0.0 null 0 250

is lost

It's interesting to note that no EIGRP scalabiiityls are deployed on the
distribution-layer router. The addressing schenmransiom, and thus summarization
cannot be used. Route filters cannot be used bed¢hasore routers need to know

paths to every subnet in the network.

Core router configuration uses EIGRP route fileand default routes to enhance

EIGRP scalability as seen itxample 9-5
Example 9-5. DUAL-Mart Core Router Configuration

hostname Core-A

|

I — use filters only on links toward distribution-|

I — other core router needs unfiltered information
| — static routes are redistributed to ensure defau
router eigrp 42

network 10.0.0.0

redistribute static metric 64 2000 1 255 1500
distribute-list DefaultOnly out serial 0.1
distribute-list DefaultOnly out serial 0.2

|

ip access-list standard DefaultOnly

permit 0.0.0.0

|

I — default points to null 0
I — alternatively it could point to the Internet ga
ip route 0.0.0.0 0.0.0.0 null O

ayer routers

It is announced

teway

Exercise 9-5

Given the network diagram ifigure 9-11and router configurations in
Example 9-ZandExample 9-5evaluate how EIGRP performs in the

redesigned DUAL-Mart network. Focus particularlydiffusing

computation diameter. Compare the behavior of¢édesigned network wit
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results from Exercise 9-4. |

Case Study 2 Solution—Multiple EIGRP Processes

GreatCoals has built a network that lacks necedsargrchy in a single point. High-
speed links to concentration sites are mixed vair$peed international links on the
core router (seEigure 9-12.

Figure 9-12. GreatCoals Network Structure
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Lack of logical hierarchy, combined with the ladkachierarchical IP addressing
scheme, leads to amazing result; with whateveabddy approach used (refer to
Chapter $ every time a single link fails, all internatiorsles offices are involved in
diffused computation.

Exercise 9-6

Verify the validity of the previous statement.
GreatCoals designers decided to split their netwdktwo EIGRP processes: One
process runs between only the core router anchiatienal offices. The other process
runs in the rest of the network. The initial ideasao simply redistribute information
between these two EIGRP processes on the core toutain full connectivity (see
Example 9-&or corresponding router configuration).

Example 9-6. GreatCoals Core Router Configuration

hostname Core7576

!

I old EIGRP process is run in the major parts of th e network
router eigrp 131

network 131.7.0.0

redistribute eigrp 132

I

195



I another EIGRP process is run on low-speed interna tional links
router eigrp 132

network 10.0.0.0

redistribute eigrp 131

To their astonishment, the GreatCoals' engineenrsdout that the diffusing
computation diameter has not decreased; it lookedhe diffused computation
would jump over the EIGRP process boundaries.

Query Boundaries in Multiple EIGRP Processes

The behavior experienced in GreatCoals' networkilshocome as no big surprise
because all information was blindly redistributedvireen two EIGRP processes. All
subnets from one EIGRP process also appeared togbtgy table of the other
EIGRP process. Subsequently, when the subnet whmlthe first process, the
EIGRP diffusing computation ran and the routersctaated that the subnet was
unreachable. This information was propagated imosecond EIGRP process (via
redistribution) where it triggered another diffussdnputation. Detailed behavior on
the Core7576 router is also illustrated with thbudgying printouts irexample 9-7

Example 9-7. Diffused Computation Started by Redist  ributed Route Loss

core7576#debug eigrp fsm
Query received in EIGRP process 131

DUAL: dual_rcvquery():131.7.13.0/24 via 131.7.1.5 m etric 4294967295/
4294967295, RD is 2297856

DUAL: Find FS for dest 131.7.13.0/24. FD is 2297856 , RD is 2297856
DUAL: 131.7.1.5 metric 4294967295/429496729 5 not found

Route lost in EIGRP process 131, update sent to EIG RP process 132
DUAL: dual_rcvupdate(): 131.7.13.0/24 via Redistrib uted metric
4294967295

/4294967295

DUAL: Find FS for dest 131.7.13.0/24. FD is 2297856 , RD is 2297856
DUAL: 0.0.0.0 metric 4294967295/4294967295 not found

Route becomes active in the second EIGRP process, q uery is propagated
into the second

process

DUAL.: Dest 131.7.13.0/24 entering active state.
DUAL: Set reply-status table. Count is 1.
DUAL: Not doing split horizon

The conclusion of GreatCoals' engineers was wr@uogries do not jump over
EIGRP process boundaries. It was the uncontroéiddstribution of routing
information between EIGRP processes that causeshtiead of diffused
computations all over the network.
NOTE
Two-way redistribution between several EIGRP preesss complex and almost
never improves the network stability. Whenever goeiforced to use several
EIGRP processes in the network to limit the queaynéter, make sure that you
redistribute routes in only one direction.
As it turned out, the design fix for GreatCoaldwark was simple enough.
Redistribution was removed altogether, and the cmrger announced a default route
into both EIGRP processes. The new core routeriguangition is shown ifexample
9-8

Example 9-8. GreatCoals Core Router Configuration
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hostname Core7576
|

I old EIGRP process is run in the major parts of th e network
router eigrp 131
network 131.7.0.0

redistribute static route-map DefaultOnly
|

I another EIGRP process is run on low-speed interna tional links
router eigrp 132
network 10.0.0.0

redistribute static route-map DefaultOnly
|

ip route 0.0.0.0 0.0.0.0 null O
|

route-map DefaultOnly permit 10
match ip address DefaultRoute
|

ip access-list standard DefaultRoute
permit 0.0.0.0

Case Study 3 Solution—RIPv2 and EIGRP Integration w ith Filters

MultiCOM, a national Internet service provider, lbits POPs with Cisco core routers
and Ascend dial-in routers. The network designersdid to use EIGRP over the
core ATM backbone and they had to deploy RIPv2 betwAscend and Cisco
routers. They decided to allow the customers @imeheir IP addresses across
several dial-in sessions (persistent IP addresses).

To implement persistent IP addresses, all dialeist houtes must be propagated
inside the POP via RIPv2 to ensure that all routetisin the POP know to which
dial-in router the user is currently connected. Seheutes do not have to be
propagated into EIGRP because they fall withinatidress range of the POP. Only a
summary route for all dial-in routes must be anraahn

Business customer routes must be propagated iatBItBRP process because the
customer IP addresses are not hierarchically stredt

Initial routing implementation was extremely simpleutes learned via RIPv2 were
redistributed into EIGRP and summarized beforedsant over the ATM interface,
as shown irexample 9-9

Example 9-9. MultiCOM POP Router Configuration

hostname SanJose_Rirl

!

I summarize intra-POP routes on outgoing ATM interf ace
interface atm 0/0

ip summary-address eigrp 133 133.7.16.0 255.255.240 .0

|

I'run RIP in network 133.7.0.0 but only on Ethernet
router rip

version 2

network 133.17.0.0

passive-interface default

no passive-interface FastEthernet 1/0

|

I'run EIGRP in whole network 133.7.0.0
I redistribute RIP routes into EIGRP
router eigrp 133

network 133.7.0.0
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redistribute rip metric 64 2000 1 255 1500
NOTE
Thepassive-interface defaulcommand is implemented in IOS 12.0 and gives you
a nice way of configuring routing processes thatsarpposed to run over a small
number of interfaces. In previous I0S versions, lyad to configure all the other
interfaces as passive.
The POP routing implementation showrExample 9-3xhibited an interesting
behavior (as you might suspect after reading "Q&ayndaries in Multiple EIGRP
Processes" in this chapter). Every time a dialserulisconnected, all core routers
across the ATM backbone got involved in a diffustognputation.
All the host routes learned via RIP got into th&RP topology database due to
uncontrolled redistribution. Although they were aepropagated out of the POP
router, the POP router started diffused computatidflGRP every time the host
route disappeared from RIP and subsequently frenEtBRP topology database.
To make the network stable, MultiCOM designers toahake the redistribution
slightly more complex:

« Summary route for dial-in IP address range wascalat configured on both
POP routers and redistributed into EIGRP. More §ipgoutes toward
individual dial-in customers were received via RIR never propagated into
the EIGRP topology database.

« Business customer routes were redistributed froRvRIinto EIGRP based on
their subnet masks; any route less specific th&m@s redistributed into
EIGRP.

The resulting configuration for one of the routershe San Jose POP is shown in
Example 9-10

Example 9-10. Improved MultiCOM POP Router Configur  ation

hostname SanJose_Rtrl
|

I'run RIP in network 133.7.0.0 but only on Ethernet
|

router rip

version 2

network 133.17.0.0

passive-interface default

no passive-interface FastEthernet 1/0

|

! run EIGRP in whole network 133.7.0.0

I redistribute RIP routes for business customers in to EIGRP
I redistribute static summaries and business custom er routes into
EIGRP

|

router eigrp 133

network 133.7.0.0

redistribute rip metric 64 2000 1 255 1500
redistribute static

distribute-list prefix NoDialln out rip

|

ip route 133.7.16.0 255.255.240.0 null 0

|

i.p prefix-list NoDialln permit 0.0.0.0/0 le 27
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Case Study 4 Solution—BGP and EIGRP Integration

The last case study is not really an EIGRP retistion case study, but more of an
illustration of how to use BGP in combination wEhGRP to improve network
stability.
All internal routing protocols have a limit on thamber of routes they can carry—
usually the upper limit is a few thousand routel$hdugh the exact number varies
based on implementation details and overall netwtakility. The upper limit is not
usually reached in enterprise networks that havierarchical addressing scheme due
to routing table reduction achievable through sunmation. The upper limit is easily
reached in large enterprise networks with randodres$ assignments and in the
service provider networks. In these networks, BG&dun combination with an
interior routing protocol can overcome that limit.

NOTE

So far, | have seen three scenarios where an estegustomer would want to

implement BGP:

« Security or routing policy reasons (for exampleyatéments not trusting
each other)

« Address assignment problems (for example randomeades that cannot be
summarized)

« Implementation of new IOS features that require B§féPexample, IP
Quality of Service or TAG-VPN)

In the MultiCOM network, migration from the EIGRPg network toward the
EIGRP/BGP network turned out to be simple. All esipreviously redistributed into
EIGRP were redistributed into BGP, and EIGRP wasamnly over the ATM
backbone to give all core routers optimum connégtte all directly connected
subnets of all other core routers. Configuratiothef San Jose POP router after the
redesign is shown iBxample 9-11

Example 9-11. San Jose POP Router Configuration aft er Network Redesign

hostname SanJose_Rirl
|

I'run RIP in network 133.7.0.0 but only on Ethernet
!

router rip

version 2

network 133.17.0.0

passive-interface default

no passive-interface FastEthernet 1/0

I

I'run EIGRP in whole network 133.7.0.0

I do not redistribute any routes into EIGRP
!

router eigrp 133

network 133.7.0.0

passive-interface default

no passive-interface FastEthernet 1/0

no passive-interface atm 0/0

|

I redistribute RIP and static routes into BGP
!
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router bgp 133
redistribute rip
redistribute static

distribute-list prefix NoDialln out rip
|

ip route 133.7.16.0 255.255.240.0 null 0
|

ip prefix-list NoDialln permit 0.0.0.0/0 le 27
NOTE
BGP configuration irexample 9-11is not complete. The BGP part of the router
configuration is beyond the scope of this bookedested readers should refer to
the Cisco Press titleternet Routing Architectures by Basam Halabi that gives in-
depth coverage of BGP.

Summary

EIGRP scalability tools, from address summarizateroute filters and default
routes cannot make all networks scalable. The éxrepusually include networks
without layered logical topology and/or with randdéifhaddress assignment. In these
cases, the network can sometimes be made scalabkriy several routing protocols
in the same network; for example, RIP in the acpasts EIGRP in the core, and BGP
to transport a large number of routes.

Whenever a network design involves several conntigreunning routing protocols,
the routing information must be at least partiakghanged between them to ensure
full connectivity in the overall network. Routingformation exchange is
implemented wittroute redistribution—a powerful, but also potentially dangerous
Cisco IOS feature.

Route redistribution is a complex tool that mustheefully designed and
implemented. Improper implementation of route retigtion can result in
suboptimal routing, routing loops, or overall ragfiinstability.

One-way redistribution of routing information issea to implement than two-way
redistribution and is therefore the preferred desigoice. Multipoint two-way
redistribution is best avoided, although some t@oisexample, route tags) can make
it stable and manageable.

One-way redistribution into EIGRP usually workseapected. The default
administrative distances of EIGRP routes have preglkeies to ensure optimum
routing. The amount of information inserted inte BIGRP topology database must
be carefully evaluated, however, or the whole tebistion design might not yield
any increase in network stability. The informatingserted into the EIGRP process
must be summarized and filtered before it's ratisted, not after it has already
appeared in the EIGRP topology database.
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Chapter 10. Designing Scalable IPX EIGRP
Networks

In the last few chapters, you've seen the isswdscn arise when IP EIGRP
networks grow too largeChapter 5, "Scalability Issues in Large Enterprise
Networks,’), and several tools can make these networks dealabmmarization was
discussed iltChapter 6, "EIGRP Route Summarizatiomute filters inChapter 7,
"Route Filters,"default routes itChapter 8, "Default Routesghd route redistribution
in Chapter 9, "Integrating EIGRP with Other Enterpfis®iting Protocols."”

All EIGRP implementations use the same core roakeutation mechanism: Diffused
Update Algorithm (DUAL). Therefore, it is not suiging that the same scalability
issues you saw in IP EIGRP also appear in IPX nedsviouilt on EIGRP.
Unfortunately, due to both protocol limitations daisRP implementation, network
designers cannot use the same scalability toadkih #he IP world. The most notable
differences are as follows:

« IPX did not support route summarization (it's cbggregation in the IPX
world) for a long time. The IPX route aggregatioasrdefined in the Netware
Link State Protocol (NLSP) specification. IPX EIGR@s designed several
years before Novell started to think about scalalikrnetworks and
consequently does not support summary IPX routes.

« IPX did not support the default route when IPX ER5Ras designed; the IPX
default route was also defined later in the NLS&cdation. IPX EIGRP can
still carry the IPX default route, because the dRfault route is just a special
IPX network number. However, it lacks the flexityilfrom the IP world.

A few more limitations are a consequence of the il@8ementation of IPX routing.
There are no IPX route maps and you can't influéRgeadministrative distances.
Apart from all these limitations, it's still posklio build large and scalable IPX
networks, as you'll see in the case studies atndeof this chapter. The case studies
use the tools briefly described in the remaindahefchapter:

« IPX Route Filters
« IPX Default Route
« Controlling Route Redistribution between IPX Rogtirotocols

IPX Route Filters

For historical reasons, IPX route filters haveealint syntaxes for different routing
protocols. To configure IPX route filters for R§Qu use the commands frohable
10-1in interface configuration mode.
Table 10-1, IPX RIP Route Filter Configuration Commands

} Task | Command (in Interface Configuration Mode)
Filter inbound IPX RIP updates on the interface|ipx input-network-filter <ACL>
}Filter outbound IPX RIP updates on the interfac|dapx output-network-filter <ACL>
To configure IPX route filters for IPX EIGRP or NBSyou have to use the
commands fronTable 10-2in IPX router configuration mode.

Table 10-2, IPX EIGRP Route Filter Configuration Commands |
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Command (in IPX Router
Task Configuration Mode)

Filter inbound IPX EIGRP update distribute-list <ACL> in

Filter inbound IPX EIGRP updates received over the |distribute-list <ACL> in <interface>
specified interface

Filter outbound IPX EIGRP updates distribute-list <ACL> out

Filter outbound IPX EIGRP updates sent over theifipd |distribute-list <ACL> out <interface>
interface

Filter IPX routes redistributed into IPX EIGRP from distribute-list <ACL> out <protocol>
another routing process
NOTE
In older versions of I0S, the commands froable 10-1were also used to filter
IPX EIGRP routing updates. In recent IOS versitimsse commands no longer
work for IPX EIGRP.
Similar differences in commands exist for SAP fdte-ilter the services received
through IPX SAP protocol using commands froable 10-3n interface
configuration mode. Filter the services receivedtlgh the IPX EIGRP SAP
mechanism or NLSP using commands fréable 10-4in IPX router configuration
mode.

Table 10-3, IPX SAP Filter Configuration Commands

Command (in Interface Configuration
Task Mode)

Filter inbound IPX SAP updates received through thelipx input-sap-filter <ACL>

interface

Filter outbound IPX SAP updates received through thipx output-sap-filter <ACL>
interface

Table 10-4, IPX EIGRP SAP Filter Configuration Commands

Command (in IPX Router
Task Configuration Mode)

Filter all SAP services received through IPX EIGRP |distribute-sap-|ist <ACL>in
Filter SAP services received in IPX EIGRP SAP p#&skebound |distribute-sap-list <ACL> in
over the specified interface <interface>
Filter services in all outbound IPX EIGRP SAP ugdat distribute-sap-list <ACL> out
Filter services announced in IPX EIGRP SAP pacets the distribute-sap-list <ACL> out
specified interface <interface>
Filter services announced through IPX EIGRP SAPlaached distribute-sap-list <ACL> out
from another SAP source (for example, IPX SAP oSRL <protocol>

IPX Default Routes

The IPX default route is defined by Novell to bXIRetwork FFFFFFFE (or -2 if
you prefer signed decimal over unsigned hex). ¥ default route was defined in
the NLSP specification when Novell needed a wantgfgrating NLSP (which
supports IPX route summarization) with IPX RIP (efhdoesn't support summarized
routes). Novell designers envisioned the IPX defanute to be used in the following
scenarios:

« The network core (or even most of the IPX routengs NLSP and carries all
the individual and summarized routes.

« The remaining routers run RIP and carry the indigidoutes (which RIP can
transport) plus the default route (to give thenh dohnectivity).
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« The default route is originated by every NLSP-sp&gkouter into the RIP
domain to attract the traffic from RIP-only routéosthe nearest NLSP entry
point.

NOTE
It's worth noting that some older IPX implementasi@o not support the default
route and thus cannot work in a network that depkymmarized NLSP routes or
the IPX default route.
Generating an IPX default route within a networatttuns only IPX EIGRP and RIP
is much harder than on a network that runs NLSI.défault route must be
generated manually (for example, by using a statite) on the core routers and
disseminated by IPX EIGRP and RIP to all the otbaters. A sample router
configuration of a core router is shownErample 10-1

Example 10-1. Generating IPX Default Route on a Cor e Router

ipx routing
ipx internal-network ACEO01
ipx route default ACE001.0000.0000.0002

NOTE

Combining NLSP and EIGRP on the same router doemsert the default route

in EIGRP as it would in RIP. The default route mstiit be declared manually as a

static route.
You can use the default route to significantly elthe size of IPX RIP updates. The
interface configuration commamax advertise-default-route-only causes only the
default route to be advertised in the RIP updates aver the specified interface,
resulting in decreased bandwidth requirement and @$age.

Controlling Route Redistribution between IPX Routin g Protocols

IPX route redistribution is simpler, but also |égxible than IP route redistribution.
The redistribution is configured using tredistribute command, as in the IP world.
The re-distribution between RIP and IPX EIGRP, BRiid NLSP, and static routes
and all routing protocols is automatic (althougbah be turned off if necessary). All
the other redistributions (for example, IPX EIGRRNLSP) must be configured
manually.

You can always filter routes redistributed betw#@X routing protocols using the
distribute-list out command as documented previouslyable 10-2

IPX routing supports a notion of administrativetdiees, although it's slightly
different from the IP world:

» Static IPX routes always take precedence over sagteeived through
dynamic routing protocols.

+ Routes received through dynamic routing protoctsgs take precedence
over floating static IPX routes.

« If the same route is received through several differouting protocols, the
IPX RIP part of the metric is compared, and the RIld8 EIGRP metric is
ignored. The route with the lower tick/hop valudetter.

« When several routes with the same IPX RIP meteaaceived through
different routing protocols, IPX EIGRP routes arefprred over NLSP and
IPX RIP routes.
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Case Study—GreatCoals

For more information on this case study, please visit

http: //www.ci Scopr ess.comveigrp.

GreatCoals mining corporation is a multinationajpowation with operations in the
United States and several foreign countries ank sates offices throughout the
world. Its network grew as the company expandetinbueal network design was
ever put in place. It's already introduced someahady in the network, mainly to
reduce WAN costs. Typical parts of the current rmeknare schematically represented

in Figure 10-1

Figure 10-1. Great Coals Network
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Although GreatCoals never did a real network desigmone-the-less followed a set
of loose rules:

« The core of the network is implemented with a 7&illy redundant router.

All international links and all links toward thegienal concentration sites
terminate on this router.

- Sales offices in countries where GreatCoals hag@shles presence link to
the central 7576 with low-speed Frame Relay conmestwvith a typical
Committed Information Rate (CIR) being 32 kbps.

« Central sites in countries where GreatCoals hasgimperations link to the
central 7576 with high-speed Frame Relay or ATMnemions with a typical
CIR being over 1 Mbps. All other sites in the caowyrink to the in-country
central site, and the international traffic is cemttated there as well.

« Regional concentration sites in the United Stagegesthe same purpose as the
foreign in-country central sites. All minor sitesthe United States connect to
the regional concentration sites.
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« Major U.S. sites connect directly to the core rouwtgh high-speed ATM
PVCs.

GreatCoals never had a structured IPX addressimnse although an IPX
numbering plan was used and enforced throughowtdhmpany.
NOTE
You'll probably find that all the older IPX netwarklon't have structured
addressing in place. All these networks and themimering plans were designed
well before Novell ever announced the intentiosupport route aggregation.
Proper addressing structure was therefore nevissae when the IPX addressing
plan was designed.
The GreatCoals network uses no scalability toderé&fore, all the routers carry all
the IPX routes of the whole GreatCoals global nekwih shouldn't come as a
surprise that the company started to experiencekSituActive events when the
network grew.

Exercise 10-1

Simulate EIGRP behavior in GreatCoals network wéuepn WAN
connection is lost. Use results fradhapter 5, "Scalability Issues in Large
Enterprise Networks,andChapter 8, "Default Routest@ help you.

Because IPX EIGRP does not support route aggregdtie only scalability solution
that could work in GreatCoals' network is the usaigl® X default routes. This
solution was already proven in the IP world (&&apter &or the corresponding IP
case study) and network designers decided to ntleolP solution into the IPX
world:

« The core router (7576) has a static IPX defaulte@ointing toward thaull
interface, which effectively instructs the routerdrop all traffic for
unreachable destinations. This default route istebuted into EIGRP.

« The core router announces only the default routdl tine other routers. Route
filters are used to implement the necessary filgemechanism.

- All the concentration routers announce only theadkfroute to the remote
offices. A floating IPX default route is install@dthe concentration routers to
guarantee default route presence even if the WAKNtb the core router fails.

« All routers in the network announce all their raute their upstream
neighbors.

The relevant portions of the core router configoratire shown ifExample 10-2
Relevant portions of concentration router configioraare shown ifexample 10-3

Example 10-2. GreatCoals Network—Core Router Config  uration

hostname Core-7576

!

ipx routing

ipx internal-network FFFFFFO1
|

ipx router eigrp 131
network all

distribute-list DefaultOnly out
!
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I Default route to null O
|

ipx route default FFFFFF01.0000.0000.0002
I

ip access-list standard DefaultOnly
permit -2

Example 10-3. GreatCoals Network—Concentration Rout  er Configuration

hostname Houston

!

ipx routing

ipx internal-network FFFFECA3
|

ipx router eigrp 131
network all

redistribute floating-static
I

I distribute-list applies only to FR links toward r emote offices
|

.distribute-list DefaultOnly out Serial O
|

I Backup default route in case the core default rou te is gone
ipx route default FFFFECA3.0000.0000.0002 floating- static
|

ip access-list standard DefaultOnly
permit -2

Exercise 10-2

When the new network design was implemented, tineeun of routes in all
routers drastically decreased, and the numberAdE8énts was reduced.
SIA events still occurred occasionally, though, gmelnetwork was still
converging slowly. Why? Simulate what happens wdeagional WAN
connection in Germany fails.

Exercise 10-3

How could you improve the GreatCoals design toesthe low-speed
international link bottleneck?

Case Study—Reducing IPX EIGRP Diameter in GreatCoal s
Network

For more information on this case study, please visit

http: /. ciSscopr ess.comveigrp.

The GreatCoals network still experienced SIA eventn after the first phase of
network redesign because the low-speed internatioka were terminated on the
core router. Whenever there was a route flap angavinethe network, the core router
became involved in the diffusing computation andrepd all the international routers
over low-speed Frame Relay links.

Exercise 10-4

Why would the core router become involved in awdifiig computation
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whenever an IPX network was lost? |

The only way to eliminate SIA events on the congteois to remove the low-speed
links from the core EIGRP process by running aedéht routing protocol over these
links. This can be done in two ways: These linksldase IPX RIP or another IPX
EIGRP process. The network designers chose toRO6®IP over these links because
it provides better isolation between remote satfises. IPX RIP carries only the
default route from the core router, resulting impe@w bandwidth usage.

Exercise 10-5

Why would IPX RIP provide better isolation betweka remote sales
offices? Hint: Simulate a link failure on the contien to Russia. Is there a
routing traffic going over the link to Venezuelatifuns IPX RIP on that
link? What happens if IPX EIGRP is run on that #nk

The core router configuration implementing reduké®d EIGRP diameter is shown in
Example 10-4

Example 10-4. GreatCoals Network—Core Router Config  uration with Reduced IPX
EIGRP Diameter

hostname Core-7576

!

ipx routing

ipx internal-network FFFFFFO1
|

I Advertise only default route over RIP on the low- speed links
|

interface serial O

description Frame Relay links to international sal es offices
ipx network AA0004

ipx advertise-default-route-only AA0004

|

ipx router eigrp 131
!

I IPX EIGRP cannot be run on all networks, just on the core links
|

.network AA0001
network AA0002
network AA0003

distribute-list DefaultOnly out
|

| Default route to null O
|

i.pX route default FFFFFF01.0000.0000.0002
I

ip access-list standard DefaultOnly
permit -2

Case Study—Combining IPX RIP and IPX EIGRP in an Ac cess
Network

For more information on this case study, please visit

http: //mww.ciscopr ess.comveigrp.

The arguments used in the previous case studyadiceftom the routing protocol
perspective. IPX RIP carrying only a default rogitees the remote offices more
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isolation than another IPX EIGRP process. The nétwesigners, however, were too
IP oriented and tried to transplant good IP desigtwsthe IPX world. As it turns out,
the IPX EIGRP performs more than route disseminaiicalso provides very

efficient SAP transport mechanism. When IPX EIGR# weplaced with IPX RIP on
the low-speed serial links, they instantly becawerioaded with periodic SAP

traffic. It looked like the network design faced@adlock due to conflicting
constraints:

+ IPX EIGRP cannot be used over low-speed WAN linksanise the isolation
between the remote sales offices would be lost.

+ |IPX EIGRP has to be used over the same links tacee&AP bandwidth
usage.

Fortunately, the IPX EIGRP implementation allowsetky this design. IPX EIGRP
could be used only for SAP transport and not asiing protocol (se€hapter 3,
"IPX EIGRP,"for details). In this design, IPX EIGRP is configd on all interfaces,
but does not carry any routes over the low-spetdnational links. The improved
configuration of the core router is showrErample 10-5

Example 10-5. GreatCoals Network—Core Router Config  uration with IPX EIGRP/IPX RIP
Combination on Low-Speed WAN Links

hostname Core-7576
|

ipx routing
ipx internal-network FFFFFFO1
|

I Advertise only default route over RIP on the low- speed links
|

interface serial O

description Frame Relay links to international sal es offices
ipx network AA0004

ipx advertise-default-route-only AA0004

ipx sap-incremental eigrp 131 rsup-only
|

ipx router eigrp 131
|

I IPX EIGRP cannot be run on all networks, just on the core links
|

network all

distribute-list DefaultOnly out
|

I Default route toward the firewall
ipx route default FFFFFF01.0000.0000.0002
|

ip access-list standard DefaultOnly
permit -2

Summary
IPX EIGRP is subject to the same scalability issaage#® EIGRP due to a common
design and algorithm. The breadth of scalabiliigas somewhat more limited. IPX

EIGRP does not support route aggregation and odfeislimited support for default
routes.
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However, several good generic designs give exdaleadability in large IPX
networks:

« Use IPX EIGRP only in the core network and IPX RiRransport the routing
information in the access layer. This design hdsetecombined with default
routes and route filters to reduce bandwidth usegthe low-speed access
links.

« Use default route hierarchy and route filters ilRiX EIGRP. This design is
slightly less scalable than the previous one dukddarger diffused
computation diameter.

+ Use IPX EIGRP and IPX route filters in networks wnthe any-to-any
connectivity is not required. This design is partaely well suited for
networks where the users have to access only titeateesources. The design
can be further improved if you replace IPX EIGRRWPX RIP on the
network periphery.
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Chapter 11. Designing Scalable AppleTalk
EIGRP Networks

AppleTalk was not designed to be a scalable prdotacal the AppleTalk EIGRP
implementation follows that philosophy very closélio explicit scalability features
exist in AppleTalk EIGRP implementation. AppleT&IKGRP does not support route
summarization or default routes (because the Amdkepirotocol does not support
them) and the route filtering and redistributiomtol capabilities are extremely
limited. AppleTalk route filters and a few additadriools (such as multiple routing
protocols in the network core) will be discusse@fby in this chapter.

AppleTalk EIGRP Route Filters

AppleTalk does not support routing protocol-spedifters, such as IP or IPX.
Additionally, routing filters can only be applieth @ per-interface basis; there is no
ability to configure global routing filters. Confige the per-interface filters with the
commands documented Tmable 11-1

Table 11-1, AppleTalk Route Filter Commands

Command (In Interface Configuration
Task Mode)

Configure inbound per-interface AppleTalk routing |appletalk distribute-list <ACL> in
filter

Configure outbound per-interface AppleTalk routingappletalk distribute-list <ACL> out
filter
The route redistribution control in AppleTalk isalextremely rudimentary. You can
configure only whether you want route redistribotlmetween EIGRP and RTMP by
using commands fromable 11-2 You cannot use redistribution filters or routepsa

Table 11-2, AppleTalk Route Redistribution Commands

Command (in Global Configuration
Task Mode)

Enable redistribution between RTMP and EIGRP  |appletalk route-redistribution
(default)

}Disable route redistribution between RTMP and EIGRB appletalk route-redistribution
NOTE
Although AppleTalk route filters reduce the overalliting table size and thus
increase the scalability of the EIGRP network, taksyp inevitably cause partial
connectivity in the network. The route filters #inerefore only applicable to
situations where any-to-any connectivity is notuesied or desired, for example,
in an organization where every remote office aceessly the central resources
and there is no peer-to-peer traffic.

Other AppleTalk EIGRP Scalability Options

With the limited availability of AppleTalk EIGRP alability tools, you would expect
a large number of Stuck-in-Active (SIA) events ilaae enterprise network due to
the large number of routes being constantly exab@ngs you might remember from
Chapter 9, "Integrating EIGRP with Other Enterpfs®iting Protocols,there are
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only two mechanisms you can deploy in situationsnehthe EIGRP network has
grown too big and you cannot use any of the exgstralability tools:

« Reduce the diameter of the EIGRP network by intcotyianother routing
protocol.
« Increase the SIA timeout by using the command ff@ile 11-3

Table 11-3, Increase AppleTalk Stuck-in-Active Timeout
} Task | Command (in Global Configuration Mode)
Mncrease AppleTalk SIA timeout |appletalk eigrp active-time <seconds>
NOTE
Increasing SIA timeout is only a stopgap measuir@oés not solve the problem; it
only hides it. If you have to increase the SIA touebeyond the default value of
three minutes, it means that your network is cogingrvery slowly anyway.
By increasing the active timer, you also furthdiagienetwork convergence in case
of an SIA condition. The active timer bounds thexmmaum time the router that
originated the query waits before aborting pathefdiffusing computation and
converging on what is left of the network.
If you want to reduce the EIGRP network diametey gan generically use one of the
following approaches:

+ Use EIGRP in the network core and use anotherrrguytiotocol in the access
layer. The solution does not apply well to AppléTlaécause the other access
layer protocol is usually RTMP, which incurs layed constant overhead on
low-speed access links. Using EIGRP in the ac@a&s bt least reduces the
bandwidth usage due to the routing protocol excbang

+ Use EIGRP in the access layer and use anothengppttotocol in the core,
which works well with AppleTalk. Bandwidth requiremts in the access layer
are kept to a minimum and either RTMP or AURP camuged in the core.

Case Study—Frisco Systems, Inc.

For more information on this case study, please visit

http: //www.ci Scopr ess.comveigrp.

Frisco Systems is a large international corporatidh offices throughout the United
States and in several European countries. The nleiwdesigned very cleanly. Two
corporate headquarters sites connect via ATM aathErRelay links with
distribution sites covering regions in the Unitddt8s and individual countries in
Europe. All the remote offices connect to thesé&itigtion sites, as shown Figure
11-1 (Only a few remote offices on the U.S. West Caastshown for clarity
reasons.)

Figure 11-1. Frisco Systems Network
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Frisco Systems uses AppleTalk internally, and & &gperienced several network
meltdowns due to Stuck-in-Active events in the fest months. It's increased SIA
timeout on all routers as a temporary measureit miaware that this is not a
permanent solution. It is looking toward redesigniis AppleTalk routing
architecture. The overall corporate culture is v@pgn and encourages information
sharing and teamwork; limiting user connectivityitmplementing AppleTalk route
filters is therefore not possible.

Exercise 11-1

Propose a new AppleTalk routing design that redtioee&IGRP diameter
without increasing the load on low-speed accessrlyks.

Case Study Solution

The case study requirements are strict and foreedtution to be structured along the
following lines:

+ EIGRP has to be kept in the access layer due tbahdwidth requirements.

+ EIGRP has to be switched off in the network core i@placed with another
routing protocol due to the EIGRP diameter redurcteguirement. AppleTalk
EIGRP implementation does not support more thanfmpeTalk EIGRP
process per router, so the core routing protocahctbe another EIGRP
instance.

« The only remaining AppleTalk routing protocol sbitafor the core is AURP.

With these facts in mind, you can redesign thecBriBystems network with the
following configuration changes:

- Establish AURP tunnels between distribution sitas laeadquarter locations.

« Disable AppleTalk on core WAN links. This actios@limplicitly splits the
large EIGRP network into a number of smaller neksor

+ Run AURP over the core tunnels and redistributéimgunformation between
AURP and EIGRP. This concludes the AppleTalk rautiedesign.

A sample configuration of a distribution-layer reuts shown irExample 11-1
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Example 11-1. Distribution Layer Router—Partial Con  figuration

hostname DR-WestCoast

!

appletalk routing eigrp 123
appletalk route-redistribution
|

interface atm 0

description ATM uplink toward HQ

ip address 172.16.2.123 255.255.255.0
|

interface serial O

description Frame Relay links to the remote office S
appletalk cable-range 4123-4123

appletalk protocol eigrp

no appletalk protocol rtmp

|

interface tunnel 1

description Tunnel toward HQ site A
tunnel source atm 0

tunnel destination 172.16.2.1

tunnel mode aurp

appletalk protocol aurp

|

interface tunnel 2

description Tunnel toward HQ site B
tunnel source atm 0

tunnel destination 172.16.2.2

tunnel mode aurp

appletalk protocol aurp

Summary
AppleTalk protocol itself and the AppleTalk EIGRBplementation do not provide
any real scalability tools. The only tools you cese to enable further network growth

are route filters (resulting in partial connectvior the end users), and deployment of
multiple routing protocols in the network or ApplK inter-enterprise routing.
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Part Ill: Running EIGRP over Switched WAN and

Dial-Up Networks
Chapter 12Switched WAN Networks and Their Impact on EIGRP
Chapter 1Running EIGRP over WAN Networks

Chapter 1£IGRP and Dial-Up Networks
Chapter 155ecure EIGRP Operation
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Chapter 12. Switched WAN Networks and Their
Impact on EIGRP

Every network designer faces two major design aletavhen designing IP routing
in a large network:

- Designing a scalable solution tuned to the spexdicthe selected routing
protocol.

« Designing a network that works well over switchedM/networks (X.25,
Frame Relay, or ATM).

Switched WAN networks pose additional challengesopnof the usual set of
problems found in large-scale network design dueea specific technology. All of
these networks present a multi-access subnetdoterrbut offer no additional
features, such as multicasting, usually found enltAN networks.

The scalability issues of EIGRP were discusse@wesal chapters iRart |l
"Designing Enterprise EIGRP Networksf'this bookPart Ill, "Running EIGRP
over Switched WAN and Dial-Up Networkd@cuses on switched WAN issues,
starting from generic issues common to all roupngfocols in this chapter. EIGRP-
specific issues are covered@mapter 13, "Running EIGRP over WAN Networks,"
and dial-up related issues@hapter 14, "EIGRP and Dial-Up Networks."

A case study is presented in the beginning ofdhapter to illustrate some of the
problems usually found in growing multiprotocol wetks built on switched WAN
networks. This chapter also discusses severaldspeific to switched WAN
technologies, from emulated multicasting to spetieans of resolving Layer 3 to
Layer 2 mapping and logical interfaces availablerdtiese media types.

Case Study 1—A Large Number of EIGRP Neighbors over a
Frame Relay Link

For more information on this case study, please visit

http: //mwwww.ci scopr ess/conveigrp.

MetroGas is a large petrochemical conglomerategiwog everything from drilling
operations to gas stations throughout the coufiitrg.company decided to connect all
of its gas stations to the central site throughaarfe Relay network with ISDN used
as a dial-backup solution. Frame Relay was selexggtde main transmission
technology for the following reasons:

« The overall deployment costs were lower.

« The central routers needed only one high-speedagarpposed to a large
number of low-speed ports in a leased line impleatem.

« The Frame Relay service provider performed acoassantration. MetroGas
would need no concentration routers.

The access speed of the remote gas stations isp84 &nd the access speed at the

central router is 2 Mbps. Each gas station is ca@aewith the central router with one
Permanent Virtual Circuit (PVC) with a Committeddmmation Rate (CIR) of 16
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kbps. The Frame Relay topology of the MetroGas agktus displayed irkigure 12-

1

Figure 12-1. MetroGas Network—Logical Topology
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MetroGas's network designers decided to use EIGRRghout the network to
reliably detect Frame Relay outages at the IP lagdrto be able to implement load
balancing between the Frame Relay PVC and an ISBINug connection. The
designers were aware of the scalability issuescastead with large-scale EIGRP
networks, so they implemented several safeguardisiding a hierarchical IP
addressing scheme, route filtering, default rowdes, so on.

A pilot network linking several gas stations thrbagt the country with the central

site was implemented as the first stage of netwlefdoyment. The configuration of
access routers (séxample 12-) and the central router (sEgample 12-Pturned
out to be extremely straightforward.

Example 12-1. Access Router Configuration

hostname Access_Wichita

interface ethernet 0
ip address 10.17.2.1 255.255.255.0
|

interface serial O

encapsulation frame-relay

bandwidth 64

ip address 10.251.17.2 255.255.240.0
|

router eigrp 101
network 10.0.0.0

Example 12-2. Central Router Configuration

hostname Core_A

interface FastEthernet 0/0
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ip address 10.1.1.1 255.255.255.0
|

interface serial 1/0

encapsulation frame-relay

bandwidth 2048

ip address 10.251.16.1 255.255.240.0

ip summary-address eigrp 101 10.0.0.0 255.0.0.0
|

router eigrp 101

network 10.0.0.0
|

ip default-network 10.0.0.0

The pilot was running for a few months and provaslygo install and maintain, so
the networking team got the green light to contieetnext 200 gas stations.
However, as the number of gas stations exceededairclimit (it turned out to be
somewhere between 35 and 40), they were not alglenioect any more stations.
EIGRP adjacencies just could not be establisheandke matters worse, a new gas
station connected to the network might cause aigdi®n from the pilot network that
was running fine for months to become unreachable.

The troubleshooting efforts quickly centered onkn@me Relay network, and the
troubleshooting team discovered an interesting pimemon: Even with no load on
the Frame Relay interface, the number of intertadput drops were constantly
increasing as shown Example 12-3

Example 12-3. show interface Printout on the Central Router

Core_A#show interface serial 1/0
Seriall/0 is up, line protocol is up

Internet address is 10.251.16.1, subnet mask is 2 55.255.240.0

MTU 1500 bytes, BW 1544 Kbit, DLY 20000 usec, rel y 254/255, load
1/255

Encapsulation FRAME-RELAY, loopback not set, keep alive set (10 sec)

LMI eng sent 2, LMI stat recvd 0, LMI upd recvd 0, DTE LMI up

LMI enq recvd 266, LMI stat sent 264, LMI upd se nt 0

LMI DLCI 1023 LMl type is CISCO frame relay DTE

Last input 0:00:04, output 0:00:02, output hang n ever

Last clearing of "show interface" counters 0:10:1 5

Output queue 0/40, 2468 drops; input queue 0/75, 0 drops

Five minute input rate 375 bits/sec, 2 packets/se c

Five minute output rate 3172 bits/sec, 9 packets/ sec

1253 packets input, 55736 bytes, 0 no buffer
Received 0 broadcasts, 0 runts, 0 giants

0 input errors, 0 CRC, 0 frame, O overrun, O i gnored, 0 abort
0 input packets with dribble condition detecte d

5627 packets output, 264723 bytes, 0 underruns

0 output errors, 0 collisions, 2 interface res ets, O restarts

3 carrier transitions
The troubleshooters tried to alleviate the probbgnincreasing the interface output
gueue in several ways. They started by increasiag@ttput queue length with the
hold-queue outcommand and then turned on priority queuing andraded the
gueue lengths with thariority-list queue-limit command. However, every
configuration change allowed them to add only afew neighbors. As soon as more
neighbors were added, the symptoms returned.
A call to the Cisco Technical Assistance CenterC) proved to be more fruitful.
The TAC engineer quickly identified the problemaoaput queue overload due to a
large number of EIGRP neighbors reachable ovenglesFrame Relay interface. He
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suggested using tHeme-relay broadcast-queuecommand, and all of the remote
locations became reachable in a few seconds—uetiietroGas team added a large
number of additional gas stations over the sammé&mRelay connection.

Broadcast Emulation on Switched WAN (Pseudobroadcas  ting)

The MetroGas engineers faced one of the major destéo large-scale Frame Relay
deployment: the software emulation of LAN broadsaster nonbroadcast WAN
media done in Cisco I0$geudobroadcasting). Multi-access WAN technologies,
such as X.25, Frame Relay, ATM, or ISDN, do notpsupthe broadcasting
mechanisms usually found in the LAN environment.t@other hand, several
different applications, including IP routing protdg, use multicast or broadcast
capabilities of the LAN environment to find the p&ests or routers. For example,
EIGRP uses multicast hello packets to find othaters connected to the same
subnet. To enable these applications to work unfeadover the multi-access WAN
subnets, IOS emulates the multicast capabilitidee@tL AN environment over a
multi-access WAN interface.

NOTE

A few multi-access WAN networks do support multtoag, for example, some

U.S. Frame Relay networks have implememetticast DLCI capability or private

ATM networks that support point-to-multipoint Switsd Virtual Circuits (SVC).

These implementations have several limitations€i@mple, you cannot use

subinterfaces with multicast DLCI) and are therefoot usable in all

environments.
Whenever a multicast packet is routed over a naaitiess WAN interface that has no
inherent multicasting capability, IOS creates aasafe copy of the multicast packet
for every neighbor reachable over that interfadéhdugh this is usually the desired
behavior, in some situations (for example, on sépeed X.25 networks) you
wouldn't like the multicast packets to be senterg neighbor. To give the network
engineer tighter control over multicast propagati@t consults the neighbor maps
(see "Layer 2 to Layer 3 Mapping" later in this ptea for more details) when
creating multiple copies of the multicast packdte Thulticast packet is sent to only
those neighbors that havé@adcastoption specified in the neighbor map. In
environments where the neighbor maps are createahaigally (for example, in most
Frame Relay networks), all the dynamic neighbor srajow the multicast
propagation.
All the copies of a single multicast packet areated at one time and sent to the
interface output queue in a burst. No shaping ter lmiting is performed on these
packets. The results of these traffic bursts asaliysoutput queue overloads, and
associated output drops whenever a large numbegighbors are reachable over the
same interface.

NOTE

The output queue overload is never experienced.@h Xterfaces, where each

Virtual Circuit (VC) has its own independent outputeue. It's also not

experienced on dialer interfaces, which are logiarfaces with no associated

output queues, and BRI and PRI interfaces where Bacthannel has its own

output queue.
To get rid of the output drops, you can use oni®two possible solutions: Reduce
the number of neighbors reachable over the interfaee section "Subinterfaces" later
in this chapter for more details) or extend thepatijueue. You can extend the output
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gueue with various commands depending on the gqgenethod used on the serial
interface as outlined imable 12-1

Table 12-1, Extending Interface Output Queue

} Queuing Method | Command to Extend the Output Queue
FIFO Ihold-queue <number> out
}Priority queuing |priority-|ist <list-number> queue-limit <high> <med ium> <normal> <low>

}Custom queuing |queue-|ist <list-number> queue <queue-number> limikpacket-limit>
}Weighted fair queuinbair—queue <conversation-limit> <dynamic-queues> <eservable-queues>
The second side effect of emulated multicasting slever-speed links is a
significant amount of jitter introduced by large Itraast traffic bursts. To reduce the
amount of jitter and solve the output congestioRname Relay networks, tifieme-
relay broadcast-queuecommand was introduced in IOS 10.3. The commasd ha

three parameters for fine-tuning the behavior ofilewed broadcasts as detailed in
Table 12-2

Table 12-2, Frame Relay Broadcast-Queue Parameters
}Parameter| Meaning

}Size | Number of packets to hold in the broadcastigu€he default is 64 packets.

Byte rate | Maximum number of bytes to be transmigtedsecond. The default is 256,000 bytes per
second.

Packet rat@gMaximum number of packets to be transmitted peorseécThe default is 36 packets pefr
second.

To design the Frame Relay broadcast queue, youdshounsider the following
parameters:

« The only multicast packets generated by EIGRP Bvame Relay are the
hello packets that are sent evagllo-interval seconds and are approximately
40 bytes long unless the Frame Relay network sappoame Relay level
multicasting configured with thieame-relay multicast-dlci command.

« The maximum overall byte rate should not exceedquaeter of the local
interface speed (or access rate) to prevent lasajestion. The per-neighbor
byte rate (overall byte rate divided by the numidfemeighbors) should not
exceed one quarter of the slowest remote accessrane quarter of the
smallest CIR to prevent remote congestion.

« The number of packets sent per second (packetsiatel)d not exceed the
output queue size minus some safety margin. A ga@e in uncongested
networks would be three quarters of the output gueu

« The overall broadcast queue size must be largegbnouprevent multicast
packet drops.

With these rules in mind, it's easy to design tteabtcast queue for the MetroGas
central router that can accommodate 200 neighbensane Frame Relay interface.
NOTE
Having 200 neighbors over one Frame Relay interaocet a good design
practice. You should limit the number of neighboffsone interface to between 30
and 50. However, in some circumstances, you migtibized to go beyond the
usually recommended limit.
The only multicast traffic sent over the Frame Retderface are EIGRP hello
packets, which are sent every five seconds. Theathamount of multicast traffic is
8000 bytes in five seconds or 1600 bytes per seih800 bps). The per-neighbor
multicast traffic is 40 bytes in five seconds orlgs.
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The byte-rate of the broadcast queue is limitesllt® kbps (one quarter of 2 Mbps) by
the access rate of the central router, and the@ghbor byte-rate is limited to 4 kbps
(one quarter of the 16 kbps CIR). With 200 neigkbtre minimum of the two values
is 512 kbps.
NOTE
You should adjust the parameters of the Frame Relzgdcast queue whenever
there is a significant change in the number of meags. For example, if you
designed the MetroGas broadcast queue for 200 Imighbut only 50 neighbors
were connected in the initial phase, the per-neaghlyte rate would be too high,
resulting in Frame Relay PVC overload.
The packet rate of the broadcast queue should leasit50 packets/second to send
200 packets in less than five seconds. (Othenthgehello packets accumulate in the
broadcast queue.) The output queue length wouleéfttre have to be extended to
approximately 70 packets.
The overall size of the broadcast queue shoulddagnd 250 packets. This size easily
accommodates the EIGRP hello packets and with Sarfie¢y margin.
The final configuration of the Frame Relay intedaxf the MetroGas central router is

shown inExample 12-4

Example 12-4. Configuration of the Frame Relay Inte  rface on the Central MetroGas
Router

interface serial 1/0

encapsulation frame-relay

bandwidth 2048

hold-queue 70 out

frame-relay broadcast-queue 250 64000 50

Layer 2 to Layer 3 Mapping in WAN Environment

Whenever a Layer 3 device (router or end hostidasend a packet to another Layer
3 device over a multi-access network, it needsitquely identify the destination
device the packet is sent to on the data link lay&C addresses are used on LAN
subnets to identify the destination devices, antua forms of virtual channel
identifiers are used on switched WAN networks fa same purposes. The identifiers
for Permanent Virtual Circuits (PVC) range from X5 virtual circuit (VC)
number and Frame Relay Data Link Connection Idient{DLCI) to the Virtual
Path/Virtual circuit identifier (VPI/VCI) of ATM. he identifiers for Switched Virtual
Circuits (SVC) are the X.121 address for X.25 @arfe Relay, E.164 addresses for
Frame Relay and public ATM networks, and NSAP askie for private ATM
networks.
NOTE
The router uses SVC identifiers to open a virtuialuit to the destination device.
The PVC identifier is assigned to the virtual cit@s soon as it is opened. The
PVC identifiers are then used to forward the ditHit toward the destination
device.
The second prerequisite for successful data trpffipagation over a multi-access
subnet is the ability to map logical next-hop addes (IP addresses, for example)
into the physical addresses of the destinationcgsviAddress Resolution Protocol
(ARP) is used for dynamic discovery of Layer 3 tykr 2 mapping in the LAN
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environment, but ARP cannot be used over multi-sc®AN subnets for two
reasons;

« ARP relies on a broadcast mechanism that is ndilyeavailable on WAN
interfaces. The emulated broadcast capability pexvby I0S doesn't help
because it requires the neighbors to be known ¢oad@ properly.

« LAN environments do not provide on-demand virtuedwts like some WAN
environments. Discovering neighbors over on-denaamaits with broadcast
mechanisms, such as ARP, is clearly impossible.

Using neighbor maps is the generic mechanism f@pmng logical addresses into
physical device addresses on all WAN media. Thghtmr maps associate logical
addresses with Permanent Virtual Circuit (PVC) wrtéhed Virtual Circuit (SVC)
identifiers as outlined iffable 12-3 Only the basic configuration options are shown;
detailed descriptions of all configuration optiara be found in the I0S
documentation.

Table 12-3, 10S Neighbor Map Configuration Commands
\ WAN Media | IOS Neighbor Map Configuration Command
X.25PVC |interface serial 0 x25 pve<ve >ip <IP-addr> <X.121-addr>bfoadcas{
X.25 SVC |interface serial 0 x25 map ip<IP-addr> <X.121-addr>bfoadcasf

Frame Relay |interface serial O frame-relay map ip<IP-addr> <DLCI> proadcasf
PVC

Frame Relay |map-list <map-namesource-addr E164|X121<src-addr>dest-addr E164 | X121

svC <dst-addrip <ip-addr> Elass<QoS-class3]interface serial Oframe-relay svc
map-group <map-name>

}ATM PVvC |interface atm 0 pvc[<name>] <vpi>/<vciprotocol ip <ip-address>Hroadcasf

ATM SVC interface atm 0 svc[<name>] <destination-NSAR¥otocol ip <ip-address>
[broadcasf

ISDN dial-up |interface dialer O | bri O | serial 0:15 dialer magp <ip> <E.164> {iser
connection <username>ljroadcasi

NOTE

ATM neighbor configuration has changed in 10S 11a8i@ I0S 12.0. For the old

command syntax, please refer to the IOS documentati
Manual configuration of neighbor maps is a tedipuxess, especially in large-scale
environments with a large number of neighbors. Tmexhanisms can ease the
configuration process: automatic PVC discoveryranke Relay, and inverse ARP in
both Frame Relay and the ATM environment. No suelshanisms exist for X.25 or
designs that use switched virtual circuits. In éheases, you must perform all
configuration manually.
Frame Relay networks are particularly easy to gumé because all the autodiscovery
mechanisms are enabled by default. In the ATM wahd inverse ARP mechanism
must be configured manually on a per-PVC basis; thrd generation of
corresponding neighbor maps is automatic.

Troubleshooting Neighbor Map Problems

Neighbor map misconfiguration is a major sourc®#N-related problems. The
troubleshooting process should proceed along theafimg lines:
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« Verify that the neighbor maps are correct by pigdime neighboring routers.
If you are able to ping the remote router, bothtemihave correct entries in
their neighbor maps.

WARNING

In the case of two parallel links between two regitéhe links can be crossed and
the ping can still work correctly, but EIGRP doéstart due to IP subnet
mismatch.

« Verify that the neighboring routers can exchandmlpackets. The neighbor
maps must specify broadcast propagation. A midsiogdcastoption on the
neighbor map is usually indicated by the EIGRP nleay being visible from
one end of the WAN link but not from the other. dthg IP address
224.0.0.10 also generates replies from all EIGRghhers.

The easiest way to check the neighbor maps ising U®S show commands
associated with specific WAN technologyiow x25 map(seeExample 12-%for
X.25 networksshow frame-relay map(seeExample 12-pfor Frame Relay
networks, anghow atm map(seeExample 12-Y for ATM networks.

Example 12-5. show x25 map Output

Router#show x25 map

Serial0: X.121 386611762 <-->ip 172.1.4.2
PERMANENT, BROADCAST, 2 VCS: 64 65*

Example 12-6. show frame-relay map Output

Router#show frame-relay map

SerialO (up): ip 172.1.4.2 dici 101(0x65,0x1850), d ynamic,
broadcast,, status defined, active
Serial0.2 (up): point-to-point dlci, dici 112(0x70, 0x1CO00), broadcast
status defined, active
Serial0.4 (up): point-to-point dlci, dici 114(0x72, 0x1C20), broadcast

status defined, active
Example 12-7. show atm map Output

Router#show atm map

Map list atm_pri: PERMANENT

ip 1.2.3.4 maps to NSAP
CD.CDEF.01.234567.890A.BCDE.F012.3456.7890.1234.12, broadcast,
aal5mux, multipoint connection up, VC 6

ip 1.2.3.5 maps to NSAP
DE.CDEF.01.234567.890A.BCDE.F012.3456.7890.1234.12, broadcast,
aal5mux, connection up, VC 15, multipoint connectio n up, VC 6

A few troubleshooting scenarios are presentedarfallowing paragraphs, together
with the corresponding EIGRP debugging outputs.ghoplicity reasons, all the
scenarios were performed in a small Frame Relayarktlinking two routers with

single PVC, as shown faigure 12-2 Static Frame Relay maps were used to introduce
various configuration errors.
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Figure 12-2. Frame Relay Network Used in Troublesho  oting Scenarios

DLCI 101 DLEI 101

"'5}’.:-.._
ﬁ Frame Relay Metwork H '

P=10.2.7.1/24 IP=10.2.7.2/24

NOTE
In most designs, dynamic Frame Relay maps shouls&e on Frame Relay

networks to avoid potential configuration problei@sly the networks requiring an
increased level of security would use static magsévent potential data leakage
following a Frame Relay PVC misconfiguration.

Scenario 1—Missing Broadcast Keyword on a Neighbor Map

In this scenario, one of the routers is missingattoadcastkeyword in the neighbor
map (sed=xample 12-§or router configurations).

Example 12-8. Scenario 1—Router Configurations

alpha#show running-config

interface SerialO

ip address 10.2.7.1 255.255.255.0
no ip directed-broadcast
encapsulation frame-relay

no ip mroute-cache

frame-relay map ip 10.2.7.2 101

router eigrp 1
network 10.0.0.0

beta# show running-config

interface SerialO

ip address 10.2.7.2 255.255.255.0

no ip directed-broadcast

encapsulation frame-relay

no ip mroute-cache

frame-relay map ip 10.2.7.1 101 broadcast

?6uter eigrp 1
network 10.0.0.0
Router Alpha is receiving EIGRP hello packets framuter Beta, but is not sending

any hello packets back. Router Beta thus cannett#te presence of router Alpha
and rejects all the attempts to initial EIGRP adiay with router Alpha. The
debugging outputs on router Alpha indicate th&iets to establish adjacency with
router Beta but eventually drops the adjacencytd@xcessive retransmissions (see
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Example 12-9 Router Beta doesn't even try to establish ad@acwvith router Alpha.
Router Alpha is also not seen in the list of EIGRIghbors on router Beta (see

Example 12-1D

Example 12-9. Scenario 1—Debugging Printouts on Rou

Alpha#show debug
EIGRP:
EIGRP Packets debugging is on

(UPDATE, REQUEST, QUERY, REPLY, HELLO, IPXSAP,

EIGRP Neighbors debugging is on
Alpha#
00:05:03: EIGRP: Received HELLO on Serial0 nbr 10.2
00:05:03: AS 1, Flags 0x0, Seq 0/0 idbQ 0/0
00:05:03: EIGRP: New peer 10.2.7.2
00:05:03: EIGRP: Enqueueing UPDATE on SerialO nbr 1
un/rely 0/1
00:05:03: EIGRP: Requeued unicast on Serial0
00:05:03: EIGRP: Forcing multicast xmit on Serial0
00:05:03: EIGRP: Sending UPDATE on Serial0 nbr 10.2
00:05:03: AS 1, Flags 0x1, Seq 2/0 idbQ 0/0 iidbQ
00:05:05: EIGRP: Sending UPDATE on Serial0 nbr 10.2
3000
00:05:05: AS 1, Flags 0x1, Seq 2/0 idbQ 0/0 iidbQ
00:05:07: EIGRP: Received HELLO on Serial0 nbr 10.2
00:05:07: AS 1, Flags 0x0, Seq 0/0 idbQ 0/0 iidbQ
00:05:08: EIGRP: Sending UPDATE on Serial0 nbr 10.2
4500
00:05:08: AS 1, Flags 0x1, Seq 2/0 idbQ 0/0 iidbQ
00:05:12: EIGRP: Received HELLO on Serial0 nbr 10.2
00:05:12: AS 1, Flags 0x0, Seq 0/0 idbQ 0/0 iidbQ
00:05:12: EIGRP: Sending UPDATE on Serial0 nbr 10.2
5000
00:05:12: AS 1, Flags 0x1, Seq 2/0 idbQ 0/0 iidbQ

00:06:17: EIGRP: Received HELLO on Serial0 nbr 10.2
00:06:17: AS 1, Flags 0x0, Seq 0/0 idbQ 0/0 iidbQ
00:06:17: EIGRP: Sending UPDATE on Serial0O nbr 10.2
RTO 5000

00:06:17: AS 1, Flags 0x1, Seq 2/0 idbQ 0/0 iidbQ
00:06:21: EIGRP: Received HELLO on Serial0 nbr 10.2
00:06:21: AS 1, Flags 0x0, Seq 0/0 idbQ 0/0 iidbQ
00:06:22: EIGRP: Retransmission retry limit exceede
00:06:22: EIGRP: Holdtime expired

00:06:22: EIGRP: Neighbor 10.2.7.2 went down on Ser

the retry limit has been exceeded, neighbor is decl
is
immediately "rediscovered" and the whole cycle star

00:06:26: EIGRP: Received HELLO on Serial0 nbr 10.2
00:06:26: AS 1, Flags 0x0, Seq 0/0 idbQ 0/0

00:06:26: EIGRP: New peer 10.2.7.2

00:06:26: EIGRP: Enqueuing UPDATE on SerialO nbr 10
un/rely 0/1

00:06:26: EIGRP: Requeued unicast on Serial0
00:06:26: EIGRP: Forcing multicast xmit on SerialO
00:06:26: EIGRP: Sending UPDATE on Serial0 nbr 10.2
00:06:26: AS 1, Flags 0x1, Seq 3/0 idbQ 0/0 iidbQ

ter Alpha

PROBE, ACK)

7.2

0.2.7.2 iidbQ

7.2
un/rely 0/0
7.2, retry 1, RTO

un/rely 0/0

7.2

un/rely 0/0

7.2, retry 2, RTO
un/rely 0/0

7.2

un/rely 0/0

7.2, retry 3, RTO
un/rely 0/0

7.2

un/rely 0/0

7.2, retry 16,
un/rely 0/0

7.2

un/rely 0/0

d

ialo

ared dead, but it
ts again

7.2

2.7.2iidbQ

7.2
un/rely 0/0

224



00:06:28: EIGRP: Sending UPDATE on Serial0 nbr 10.2 7.2, retry 1, RTO
3000
00:06:28: AS 1, Flags 0x1, Seq 3/0 idbQ 0/0 iidbQ un/rely 0/0

Example 12-10. Scenario 1—EIGRP Show Printouts on R outer Beta

Beta# show ip eigrp neighbors

IP-EIGRP neighbors for process 1

Beta# show frame map

SerialO (up): ip 10.2.7.1 dlci 101(0x65,0x1850), st atic,
broadcast,
CISCO, status defined, active

Scenario 2—Wrong IP Address in the Neighbor Map
In the second scenario, both routers havétbadcastoption configured in the

Frame Relay map, but the remote IP address indighipor map is misconfigured on
router Alpha (se&xample 12-1).

Example 12-11. Scenario 2—Router Configurations

alpha# show running-config

interface SerialO

ip address 10.2.7.1 255.255.255.0

no ip directed-broadcast

encapsulation frame-relay

no ip mroute-cache

frame-relay map ip 10.2.7.3 101 broadcast

router eigrp 1

network 10.0.0.0

Both routers can send EIGRP hello packets to timete router, but the
communication cannot proceed beyond the hello gaotehange because the IP
packets for router Beta are dropped on router Athleato a misconfigured IP
address. EIGRP debugging does not indicate thd sgacce of the problem, but the
IP packet debugging clearly shows that the packdtopped due to an encapsulation
failure (seeExample 12-1p

Example 12-12. Scenario 2—Debugging Printouts on Ro  uter Alpha

Alpha# show debug
EIGRP:
EIGRP Packets debugging is on
(UPDATE, REQUEST, QUERY, REPLY, IPXSAP, PROBE, ACK)
EIGRP Neighbors debugging is on
Alpha#
00:11:46: EIGRP: New peer 10.2.7.2
00:11:46: EIGRP: Enqueuing UPDATE on SerialO nbr 10 .2.7.2idbQ
un/rely 0/1
00:11:46: EIGRP: Requeued unicast on Serial0
00:11:46: EIGRP: Forcing multicast xmit on Serial0

00:11:46: EIGRP: Sending UPDATE on SerialO nbr 10.2 7.2
00:11:46: AS 1, Flags 0x1, Seq 7/0 idbQ 0/0 iidbQ un/rely 0/0
00:11:47: EIGRP: Received UPDATE on Serial0 nbr 10. 2.7.2
00:11:47: AS 1, Flags 0x1, Seq 2/0 idbQ 0/0 iidbQ un/rely 0/0
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00:11:48: EIGRP: Sending UPDATE on Serial0 nbr 10.2

3000
00:11:48: AS 1, Flags 0x1, Seq 7/2 idbQ 0/0 iidbQ

00:11:51: EIGRP: Sending UPDATE on Serial0 nbr 10.2

4500
00:11:51: AS 1, Flags 0x1, Seq 7/2 idbQ 0/0 iidbQ

00:11:52: EIGRP: Received UPDATE on Serial0 nbr 10.

00:11:52: AS 1, Flags 0x1, Seq 2/0 idbQ 0/0 iidbQ

00:11:56: EIGRP: Sending UPDATE on SerialO nbr 10.2

5000
00:11:56: AS 1, Flags 0x1, Seq 7/2 idbQ 0/0 iidbQ

00:11:57: EIGRP: Received UPDATE on Serial0 nbr 10.

00:11:57: AS 1, Flags 0x1, Seq 2/0 idbQ 0/0 iidbQ

00:12:01: EIGRP: Sending UPDATE on SerialO nbr 10.2

5000
00:12:01: AS 1, Flags 0x1, Seq 7/2 idbQ 0/0 iidbQ

00:12:02: EIGRP: Received UPDATE on Serial0 nbr 10.

00:12:02: AS 1, Flags 0x1, Seq 2/0 idbQ 0/0 iidbQ

initial UPDATE packets are constantly retransmitted
debugging
gives you no clues why that's happening

Alpha# undebug all

All possible debugging has been turned off
Alpha#

Alpha# debug ip packet

IP packet debugging is on

Alpha#

00:12:22: IP: s=10.2.7.2 (Serial0), d=10.2.7.1 (Ser
rcvd 3

00:12:23: IP: s=10.2.7.2 (Serial0), d=224.0.0.10, |
00:12:26: IP: s=10.2.7.1 (local), d=10.2.7.2 (Seria
sending

00:12:26: IP: s=10.2.7.1 (local), d=10.2.7.2 (Seria
encapsulation

00:12:27: IP: s=10.2.7.2 (Serial0), d=10.2.7.1 (Ser
rcvd 3

00:12:27: IP: s=10.2.7.2 (Serial0), d=224.0.0.10, |
00:12:31: IP: s=10.2.7.1 (local), d=10.2.7.2 (Seria
sending

00:12:31: IP: s=10.2.7.1 (local), d=10.2.7.2 (Seria
encapsulation

00:12:32: IP: s=10.2.7.2 (Serial0), d=10.2.7.1 (Ser
rcvd 3
00:12:32: IP: s=10.2.7.2 (Serial0), d=224.0.0.10, |

7.2, retry 1, RTO

un/rely 0/0
7.2, retry 2, RTO

un/rely 0/0

2.7.2

un/rely 0/0

7.2, retry 3, RTO
un/rely 0/0

2.7.2

un/rely 0/0

7.2, retry 4, RTO
un/rely 0/0

2.7.2

un/rely 0/0

, but the EIGRP

ial0), len 40,

en 60, rcvd 2
10), len 40,

10), len 40,

failed
ial0), len 40,

en 60, rcvd 2
10), len 40,

10), len 40,

failed
ial0), len 40,

en 60, rcvd 2

Contrary to the previous scenario, both routerssesntheir EIGRP neighbor, but the
communication never proceeds beyond the senditigedhitial Update packet (see

Example 12-1B

Example 12-13. Scenario 2—EIGRP show Commands on Router Beta

Beta#show ip eigrp neighbors detail
IP-EIGRP neighbors for process 1

H Address Interface Hold Uptime
Seq

(sec)
Num

SRTT RTO Q

(ms) Cnt
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0 10.2.7.1 Se0 124 00:00: 55 0 5000 1
0

Last startup serial 2

Version 12.0/1.0, Retrans: 12, Retries: 12, Wait ing for Init,
Waiting for Init Ack

UPDATE seq 3 ser 2-2 Sent 55292 Init Sequenced

Scenario 3—Wrong DLCI Number in the Neighbor Map

In the third scenario, the IP address in the neghtap is correct, but the DLCI
number is misconfigured, as seerExample 12-14

Example 12-14. Scenario 3—Router Configurations

alpha# show running-config

interface SerialO

ip address 10.2.7.1 255.255.255.0

no ip directed-broadcast

encapsulation frame-relay

no ip mroute-cache

frame-relay map ip 10.2.7.2 102 broadcast

router eigrp 1

network 10.0.0.0

This scenario is indistinguishable from Scenarlmth on the EIGRP level—the
debugging printouts are identical to thos&kample 12-1nd the show command
printouts are identical to thoseiixample 12-13-and on the IP level—IP debugging
does not indicate any more than the encapsulatdsrdiled. The only way to
diagnose the misconfigured parameter (IP addressiy®LCIl number) is to use the
show frame map(seeExample 12-1pandshow frame pvc(seeExample 12-1H
commands. If you misconfigure the IP address, #stidation IP address does not
appear in thehow frame mapprintout. If you misconfigure the DLCI number, the
DLCI displayed in theshow frame mapprintout has PVC stattBELETED in the
show frame pvc printout.

Example 12-15. Scenario 3— show frame-relay map Printout

Alpha#show frame-relay map

SerialO (up): ip 10.2.7.2 dici 102(0x66,0x1860), st atic,
broadcast,
CISCO, status deleted

Example 12-16. Scenario 3— show frame-relay pvc Printout

Alpha#show frame-relay pvc

PVC Statistics for interface Serial0 (Frame Relay D TE)
Active Inactive  Deleted Static

Local 0 0 1 0

Switched 0 0 0 0

Unused 1 1 0 0

DLCI =101, DLCI USAGE = UNUSED, PVC STATUS = ACTIV E, INTERFACE =
Serial0
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input pkts 14 output pkts 1 in bytes 862

out bytes 30 dropped pkts 0 in FECN pkts O

in BECN pkts 0 out FECN pkts 0 out BECN pkts 0

in DE pkts O out DE pkts 0

out bcast pkts 1 out bcast bytes 30 Num Pkts
Switched 0

pvc create time 00:00:59, last time pvc status ch anged 00:00:59

DLCI =102, DLCI USAGE = LOCAL, PVC STATUS = DELETE D, INTERFACE =
Serial0

input pkts 0 output pkts 1 in bytes 0

out bytes 64 dropped pkts 0 in FECN pkts O
in BECN pkts O out FECN pkts 0 out BECN pkts 0
in DE pkts O out DE pkts O

out bcast pkts 1 out bcast bytes 64

pvc create time 00:01:48, last time pvc status ch anged 00:01:02

Subinterfaces

All routers reachable through a single physicadrifatce over a switched WAN
network are usually handled in the same mannerekample, all the gas stations
connected to the central MetroGas router were leandentically. However, several
design scenarios where the routers reachable iagke physical interface have to
be handled in entirely different ways do exist. Egample, the core and access
routers in DUAL-Mart network were in different sudis and running different
routing protocols (see "Case Study 1 Solution—Irgegg RIP and EIGRP" in
Chapter 9, "Integrating EIGRP with Other Enterpfs®iting Protocols,for more
details).

The designs where you have to handle neighborsabée over the same physical
interface in different ways can be easily implensenising subinterfaces.
Subinterfaces are logical interfaces encompassiedjmoint-to-poinsubinterfaces)
virtual channel or several (multipoint subinterfceirtual channels. The subinterface
behaves exactly like the physical interfaces fromuing, accounting, and filtering
perspective. The subinterfaces differ from the pafsnterfaces only in the
following details:

« Subinterfaces don't have their own output queudsraarface buffers.

« You cannot specify queuing on subinterfaces. Yousgeecify per-DLCI
gueuing on Frame Relay networks, but the queuingnpaters are unique to
each DLCI, not to each subinterface.

« Some interface SNMP variables are not availablestitinterfaces (for
example, input and output errors). In older IO®asks, no SNMP counters
were available for subinterfaces.

Point-to-Point and Multipoint Subinterfaces
IOS supports two types of subinterfaces: pointdopsubinterfaces that behave
exactly like a point-to-point link (PPP or HDLC arface), and multipoint

subinterfaces that behave exactly like multi-ac&®#d\ interfaces. You can assign
only one virtual circuit (PVC or SVC) to a pointmint subinterface, and you can
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assign any number of virtual circuits to a multigagubinterface. (The limits are the
same as the interface limits imposed by 10S.)

Use point-to-point subinterfaces in situations veie connection to each neighbor
requires a unique set of parameters or where titehspizon rules of the routing
protocol require them. (Séghapter 13or more details on split horizon and EIGRP.)
Some protocols and technologies (for example, IPXN)/Anly run over point-to-
point links. Deploying these protocols over switdtV#AN networks, such as Frame
Relay, requires point-to-point subinterface deimtfor every remote router
reachable over the WAN network.

In most other cases, you should use multipointrgalfiaces because they give you
better scalability:

« You don't need to define a new interface for easl neighbor.

« Several neighbors can share common configuraticempeters, such as
routing protocol parameters, packet filters, oroating options.

« Overall router configuration is smaller and eatiemanage.

NOTE

Using point-to-point subinterfaces in networks whtite core router has several
neighbors can also lead to Interface DescriptociB(¢tDB) limit problems; most
routers can support only up to 300 physical anccidgnterfaces when running
Cisco I0S prior to version 12.0. The IDB limit imform-dependent in IOS
11.1CA and IOS 12.0 and has been raised for thedmgl routers like 7x00 series
routers or AS5800 access servers.

Creating, Configuring, and Removing Subinterfaces

Subinterfaces are created dynamically as soonwagmni@r the interface command
specifying a new subinterface. The subinterface tygs to be entered when the
subinterface is first referenced; it can be omité&drwards, but cannot be changed.
Individual PVCs or SVCs have to be assigned torgalfaces using the commands
listed inTable 12-4 The table also contains the commands used ttecasaew
subinterface or remove an existing subinterface

NOTE

The entire subinterface configuration is lost wigen remove a subinterface, and it

cannot be recovered. The subinterface is never latety removed prior to router

reload; it is only marked as deleted and does pjo¢ar in the router configuration

anymore. You cannot redefine the subinterface bypeemoving the subinterface

and re-creating the same subinterface with a @iffetype: The router refuses your

attempt to re-create a subinterface in deleteé.stat

Table 12-4, Subinterface-Related IOS Configuration Commands
Task | IOS Configuration Commands

Create a new interface serial <x>.<subint>point-to-point | multipoint
subinterface

Assign an X.25 PVC ojEnter thex25 mapor x25 pvcstatement in the subinterface configuration
SVC to a subinterfacemode

Assign a Frame Relay|Specify the PVC in the subinterface configuratioode usingrame-relay
PVC to a subinterface|map command (for static Frame Relay mapsjrame-relay interface-dIci
command (for dynamic Frame Relay maps)

Assign a Frame Relay|Assign the Frame Relay map-list describing the $&@e subinterfacesing
SVC to a subinterface map-group command in subinterface configuration mode
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Assignh an ATM SVC gUse thepvc or svccommand in subinterface configuration mode
PVC to a subinterface

Remove a subinterfacmo interface serial<x>.<subint>

Using Subinterfaces to Reduce Interface Output Load Due to EIGRP
Hello Packets

You should use subinterfaces in your network degiseveral reasons, ranging
from the need to treat different neighbors in défg ways to the cases where the
neighbors have to be assigned to different sulinetsintain the uniform subnet
mask across the network. Anyway, very few netwagighs use subinterfaces to
reduce the multicast bursts associated with EIG&I® packets.

Each subinterface behaves exactly like a regulgsipal interface from the routing
perspective and can have its own EIGRP parametach, adello-interval andhold-
time. Assigning different hello intervals (and assosiahold timers) to groups of
neighbors can spread the multicast bursts signifigamore so if the hello intervals
are relatively prime to each other.

Consider, for example, a core router with 50 netghlseachable over a 256 kbps
X.25 connection. The default hello interval for lespeed multi-access networks is
60 seconds, which is usually too long, so the nkwlesigner has reduced the hello
interval to 15 seconds. The broadcast queue cérenosed over X.25 interfaces, so a
burst of 50 packets is generated every 15 seconds.

In an alternative design, the 50 neighbors areddiiover five subinterfaces with
hello intervals of 13,14,15,17, and 19 seconds. éie intervals were chosen to be
prime to each other. (The only common divisor thaye is one.) Therefore, a burst
of 50 packets is generated only once in 881790mskscccmaller bursts are generated
more often, as illustrated ifable 12-5The results in the table were generated using
combinatorial theory, which is beyond the scop&haf book.

Table 12-5, Average Burst Repetition Rate Versus the Burst Size
Burst Size in Packets Approximate Average Burst Regtition Rate (in Seconds)
20 24
30 365
40 11,300
50 88,1790
Summary

Switched WAN networks present you with several lemgles—from output queue
overloads caused by emulated multicasts to ingipadblems caused by
misconfigured neighbor maps. All of these challenggn be overcome or avoided
using several tools available in the Cisco IOSswmmarized ilTable 12-6
Table 12-6, Useful Switched WAN-Specific IOS Tools
Challenge Solution Applicable WAN Technology

Output drops due toExtend the output queugAll
emulated multicastslength

Divide the neighbors  |All
across several
subinterfaces

Configure broadcast |Frame Relay
gqueue
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Neighbor maps are hardUse automatic PVC discovery | Frame Relay

to maintain Build dynamic maps using Frame Relay
inverse ARP and ATM
Neighbors reachable over one [Use All

interface have to handled in  |subinterfaces
different ways
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Chapter 13. Running EIGRP over WAN Networks

Chapter 12, "Switched WAN Networks and Their ImpactEIGRP, presented the
generic challenges you face when designing a né&tthat includes switched WAN
technology, such as X.25, Frame Relay, or ATM, taiedmpact such technology has
on EIGRP operation over switched WANSs. This chapiends the scope of the
previous chapter by discussing EIGRP-specific issunel their impact on network
design.

Various case studies of the MetroGas network thatgncountered i@hapter 17are
used throughout this chapter to illustrate EIGRIRtegl issues arising in networks
that implement either the network core or the axtager with switched WAN
technology. The case studies cover slow convergeveeWAN media, EIGRP
pacing, and EIGRP split horizon.

The chapter concludes with hints that should helpsuccessfully implement EIGRP
over most switched WAN technologies.

Case Study—Improving Neighbor Loss Detection

For more information on this case study, please visit http://www.ciscopress.conveigrp

MetroGas is a large petrochemical conglomerategwog everything from drilling
operations to gas stations throughout the cou(figr. more information on

MetroGas, please refer to Case Study Chapter 19 The MetroGas management
team decided to deploy a new client-server appiinain all the gas stations to get
better insight into their day-to-day operationse Thembers of the networking
department had to provide the infrastructure t@supthe new application, so they
started a project that led to a country-wide neknsmmnecting all the gas stations to
the headquarters' site where the central serVecased. The designers decided to
connect all the gas stations to the central siteutjh a Frame Relay network with
ISDN as a dial-backup solution. ISDN dial backupxsremely important because the
client-server application cannot easily recovenfraloss of communication.

The access speed of the remote gas stations isp84 &nd the access speed of the
central router is 512 kbps. Each gas station isecied to the central router by one
Permanent Virtual Circuit (PVC) with a Committeddmmation Rate (CIR) of 16
kbps.

ISDN dial backup is implemented with ISDN BRI irfeaes on the access routers and
a separate router with a PRI interface on the aksite.

The overall topology of the MetroGas network ispthyed inFigure 13-1

Figure 13-1. MetroGas Network—Logical Topology
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MetroGas' network designers decided to use EIGRRuginout the network to
reliably detect Frame Relay outages at the IP lagdrto be able to implement load
balancing between the Frame Relay PVC and an ISBINud connection. The
designers were aware of scalability issues assutwith large-scale EIGRP
networks, so they implemented several safeguardisiding a hierarchical IP
addressing scheme, that would allow later deployroeroute summarization, route
filtering, and default routes.

The initial configuration of access routers (§e@mple 13-Yand the central router
(seeExample 13-Pturned out to be extremely straightforward. Tlesigners
configured the IP addresses on all the interfacesed on EIGRP, and got a running
network.

Example 13-1. Access Router Configuration

hostname Access_Wichita

!

interface ethernet 0

ip address 10.17.2.1 255.255.255.0
|

interface serial O

encapsulation frame-relay

ip address 10.251.17.2 255.255.240.0
|

.router eigrp 101
network 10.0.0.0

Example 13-2. Central Router Configuration

hostname Core_A

]

interface FastEthernet 0/0

ip address 10.1.1.1 255.255.255.0
|

interface serial 1/0
encapsulation frame-relay

ip address 10.251.16.1 255.255.240.0
!
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router eigrp 101

network 10.0.0.0
|

ip default-network 10.0.0.0

The initial ISDN dial-backup implementation relied thebackup interface feature of
the I0S; ISDN backup should be activated as sodheabnk to the Frame Relay
network is lost (seExample 13-R

Example 13-3. Initial Dial-Backup Implementation on the Access Router

hostname Access_Wichita
|

interface ethernet 0
ip address 10.17.2.1 255.255.255.0
|

interface serial O
encapsulation frame-relay
backup interface bri 0
backup delay 10 60
ip address 10.251.17.2 255.255.240.0
|

interface bri O
ip address 10.252.17.2
255.255.240.0
dialer string 5551212
dialer-group 1
|

dialer-list 1 protocol ip permit
|

.router eigrp 101
network 10.0.0.0

The initial ISDN dial-backup tests looked promisitite modem was disconnected at
a remote site, and the ISDN link was immediatetgldshed. EIGRP started to run
over the ISDN link, and the remote router receigemmplete routing table over the
ISDN line. The only remaining problem was that thent-server application could
not establish communications with the central sefmeseveral minutes. The users
were only able to connect to the central server difte ISDN backup was active for
approximately two to three minutes.

The MetroGas engineers tried to troubleshoot thelpm with the usual set of tools;
they ranpings andtraceroutes between various points of the network (Begire 13-

2) and received the results outlinedliable 13-1

Figure 13-2. Dial-Backup Troubleshooting Test Point s
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Table 13-1, Dial-Backup Troubleshooting Results
Test Result

Ping from PC to Server Fails.
Ping from Server to PC Fails.
Ping from Wichita to Server Succeeds.
Ping from Server to Wichita Succeeds.
Traceroute from PC to Server Last reachable hyidchita.
Traceroute from Server to PC Last reachable h@oie.
Traceroute from Wichita to Server Succeeds.
Traceroute from Server to Wichita (Ethernet port) astreachable hop is Core.

These troubleshooting results quickly pinpointesl phoblem. IP connectivity
between Wichita and the core site over ISDN worfikeel (as proven by the traceroute
from Wichita to the Server), but the traffic frohretcore site to Wichita's Ethernet
gets stuck at the Core router. A quick look inte tbuting table on the Core route
verified the problem. The EIGRP route toward 1®1¥24 (Wichita's LAN subnet)
still pointed toward the Frame Relay interface etrerugh the Frame Relay port in
Wichita was down. The EIGRP process detects théhdi¢-rame Relay link failure
only after the EIGRP hold timer expires—by defatlitee minutes.

The MetroGas network engineers decided to imprbgenetwork convergence by
increasing the speed of EIGRP neighbor loss deteciihey decreased the hello
timers on access routers from their default vaieseconds) to 5 seconds and
decreased the hold time to 15 seconds Es@enple 13- The core router could thus
detect the remote Frame Relay link failure in 1&sels and the ISDN backup would
be fully functional after that time.

Example 13-4. Final Dial-Backup Implementation ont  he Access Router

hostname Access_Wichita

!

interface ethernet 0

ip address 10.17.2.1 255.255.255.0
|

interface serial O

encapsulation frame-relay

backup interface bri 0

backup delay 10 60

ip address 10.251.17.2 255.255.240.0
ip hello-interval eigrp 101 5
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ip hold-time eigrp 101
15
I

interface bri O

ip address 10.252.17.2 255.255.240.0
dialer string 5551212

dialer-group 1

|

dialer-list 1 protocol ip permit
|

.router eigrp 101
network 10.0.0.0

Overhead Placed on the WAN Links by the EIGRP Hello  Packets

The MetroGas network designers improved the EIG&®&rgence by decreasing the
EIGRP hello interval, but they also increased therlbead placed on the Frame Relay
links by the hello packets. The effects of an iasezl WAN link load must be
carefully evaluated whenever the EIGRP hello irdeiy decreased. The generic
formulas used to calculate the EIGRP hello overtegadhown ircquation 13-1
Equation 13-1

HelloPacketSize |, < 400
HelloPackeiSize ,, X NumberOfNeigbors

Hellolnterval
HelloOverhead bos > 100

HelloOverhead ,, =

HelloOverhead =

perceitage

LinkSpeed -

The EIGRP hello packet size is approximately 4@&wnd the 400 bits value is used
as a conservative estimate that should cover [aysreapsulation overhead.

As shown inEquation 13-2the overhead should always be calculated on dmdls of
the link—in the MetroGas case, on both the acaast®r and the core router.
Assuming that the core router has 50 EIGRP neighéiond the access link speeds are
64 kbps for the access router and 512 kbps focdhe router, the EIGRP hello
overhead is as follows.

Equation 13-2

RemoteHelloOverhead ,, = %i = 80bps

RemoteHelloOverhead . = % = 0.12%
CoreHelloOverhead s — w = 4000bps
RemoteHelloOverhead = 4000 X 100 = 0.78%

percentage 51 200()

The EIGRP hello overhead in MetroGas network is timially negligible even when
the hello interval is decreased to five seconds.
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Case Study—WAN Link Overload Due to EIGRP Traffic

The number of gas stations connected to the Mesa®avork was steadily
increasing, but the network designers did not tles they needed to upgrade the
Core router's Frame Relay access speed. The applitaaffic was sporadic and well
distributed, so the Frame Relay link to the Corgeowas never congested. The
network manager was therefore surprised when ttveonle management station
reported large traffic peaks on the Frame Reldy kurther analysis indicated that
EIGRP placed more and more load on the Frame Rialags the number of
neighbors increased and that it completely satdride link from time to time.

Further investigation also uncovered several retrassions between the EIGRP
neighbors and occasional output packet drops oQthe router.

The network engineers turned to CCO for help amhdoa document under technical
tips named, ‘Configuration Notes for the Enhanced Implementation of EIGRP. " The
document explained a feature calEF&RP pacing and the importance of setting the
correct bandwidth on Frame Relay interfaces. Thayediately configured the
proper bandwidth on the Frame Relay interfacedl obaters (se&xample 13-5or a
Core router configuration ariekample 13-Gor a sample access router configuration)
and the load placed on the WAN link by the EIGRRemegain exceeded 50 percent
of the link speed.

Example 13-5. Core Router Frame Relay Link Configur  ation

hostname Core_A
|

interface serial 1/0
encapsulation frame-relay
bandwidth 512
ip address 10.251.16.1 255.255.240.0
ip hello-interval eigrp 101 5
ip hold-time eigrp 101 15

Example 13-6. Access Router Frame Relay Link Config  uration

hostname Access_Wichita
|

interface serial O

encapsulation frame-relay
bandwidth 64

backup interface bri O

backup delay 10 60

ip address 10.251.17.2 255.255.240.0

ip hello-interval eigrp 101 5

ip hold-time eigrp 101 15
NOTE
Access speed was used as the interface bandwititese configurations, leading
to a network that was more stable than the prevames but still not correctly
designed. The rules for setting correct EIGRP baditthwon the Frame Relay

interfaces are outlined in the following sections.

Load Control on WAN Links—EIGRP Pacing
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As you saw in the previous case study, EIGRP caityeaverload the WAN links
with routing updates in scenarios where severghixrs are connected to a router
through a single, low-speed WAN interface. Altevelly, the central router with a
high-speed link can overload the link between thigched WAN network and the
access router with routing updates, causing limigestion and packet drops on that
link. EIGRP pacing was introduced in IOS mainterareteases 10.3(11), 11.0(8),
and 11.1(3) to prevent these phenomena and torgearthat EIGRP never uses more
than an operator-specified percentage of the WAKN biandwidth.

NOTE

Correct operation of EIGRP pacing is extremely intgnat in scenarios where a

router has several neighbors reachable througbaime physical interface or

where the link speed mismatch between the endpoir@ddVAN connection is

large. In other scenarios, the EIGRP transport ier@sim prevents congestion

because it uses a window size of one.
EIGRP pacing prevents WAN link overload by emittthg EIGRP packets onto the
WAN link in predefined time intervals. When desiggithe network, you specify the
overall bandwidth available to EIGRP by using la@dwidth configuration
command on the interface to indicate physical gical interface bandwidth and the
ip bandwidth-percent eigrp configuration command to indicate the interface
bandwidth percentage available to EIGRP.
Different intervals are used for reliable packefsdate, query, and reply packets)
which can be as large as the Maximum Transfer (MiltU) size of the interface and
for unreliable packets (hello and Ack packets) tiate fixed length. Both pacing
intervals are displayed in tilskow ip eigrp interfaceprintout as shown iExample
13-7.

Example 13-7. show ip eigrp interface Printout

router#show ip eigrp interface
IP-EIGRP interfaces for process 1

Xmit Queue Mean Pacing Time Multicast
Interface  Peers Un/Reliable SRTT Un/Reliable Flow Timer
Se0 3 0/0 288  10/380 2832
Sel 0 0/0 0 0/10 0
Etl 0 0/0 0 0/10 0
EtO 0 0/0 0 0/10 0

The pacing intervals are computed from the interta@ndwidth. The bandwidth
percentage allocated to EIGRP throughithleandwidth-percent eigrp command
(the default is 50 percent) and the interface IPUMSIze are shown iBquation 13-3
Equation 13-3

8 X 100X MTU,

ReliablePacinglnterval =

dnser

Bandwidth ,, X BandwidthPercentage
8 X 100 X UnreliablePacketSize
Bandwidth ,, X BandwidthPercentage

PerCenl

AN SLN

UnreliablePacinglnterval =

LA

PEFCeil

The minimum value for reliable pacing interval Brhsec and there is no minimum
value for unreliable pacing interval. (Unreliablkecgets are not paced on high-speed
interfaces.)

The pacing intervals are computed independentlgéoh physical and logical
interface, including subinterfaces. Actual EIGRRipg also works independently on
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each interface. It's therefore very important totlse proper bandwidth on
subinterfaces, or the combined EIGRP traffic seet @ physical interface might
overload the WAN link even though the traffic ortle@ubinterface created over the
physical interface is properly paced.

The bandwidth available to EIGRP over an interfiacghared between all the EIGRP
neighbors reachable through that interface. A renatdih algorithm is used to ensure
fairness. Every time EIGRP is allowed to send asoffacket to the interface, a
packet is emitted from a different per-neighbompotiqueue. You can estimate the
length of an individual per-neighbor output quetant the Q Cnt field displayed with
theshow ip eigrp neighborcommand as shown Example 13-8

Example 13-8. show ip eigrp neighbor Printout

Router#show ip eigrp neighbor
IP-EIGRP neighbors for process 1

H Address Interface Hold Uptime SRTT RT O Q Seq

(sec) (ms) Cnt Num
2 10.4.0.4 Et0 14 00:00:05 7 20 0 0 274
0 10.4.0.2 Et0 11 00:00:08 0 450 0 3 357
4 10.5.04 Se0 169 02:07:20 1076 500 0 1 70
NOTE

The Q Cnt field does not count the EIGRP packetseteent out, but the number of
topology table entries that need to be sent t&tlRP neighbor. The actual
number of packets used to send those changes depersgveral parameters
including the interface MTU and the output filters.

EIGRP Pacing Design

The main parameter of EIGRP pacing design is tleehmad (bandwidth percentage)
that you are willing to accept throughout your WABkwork. The load placed by
EIGRP on any individual virtual circuit (VC) or amydividual physical interface
should not exceed the specified percentage of Ctteuiinformation Rate (CIR) or
specified percentage of physical interface bandwidt

After you select the bandwidth percentage, yourgtesan proceed in one of two
main directions:

Step 1.You set thep bandwidth-percent eigrp parameter to your desired
bandwidth percentage on all the routers in yowvost and change the interface
bandwidth to influence the desired EIGRP bandwidthge.

Step 2.You compute the actual bandwidth available to BfRGIRer any logical
(subinterface) or physical interface, set the fatsx bandwidth to the actual
bandwidth and influence the EIGRP bandwidth usagseitting thep bandwidth-
percent eigrp parameter to the proper value.

The generic EIGRP pacing design presented in #dusm is based on actual EIGRP
bandwidth usage. When the actual EIGRP bandwidibaiss computed, it's easy to
compute the desired interface bandwidth (if thedwadth percentage is fixed) or
bandwidth percentage (if the interface bandwidtbetsto a fixed value). The case
studies following the generic design discussiomugoon examples where you can use
various shortcuts and simplify the design calcaladi

Generic EIGRP pacing design proceeds as follows:

Step 1.Compute the VC-based bandwidth available to EIG&RRach logical
interface on each router in your network. As EIGiforms round-robin, load-
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sharing between neighbors reachable over a logitaface, the VC-based
bandwidth is determined by the slowest VC on therface and the number of
neighbors:

VCBasedElI GRPbandwidth = SowestVCspeed x EI GRPBandwidthPercentage x
Number OfNeighbors

Step 2.Compute the physical bandwidth available to EIG&Reach physical
interface:

Physical EIGRPbandwidth = PhysicalInterfaceSpeed x EIGRPBandwidthPercentage
Step 3.Whenever the sum of the VC-based EIGRP bandwiafthf logical
interfaces created over a physical interface dtali®v the physical EIGRP
bandwidth, the design is completed. Use the VC-é&6E&RP bandwidths to
compute eithebandwidth orip bandwidth-percent eigrp parameter for each
physical and logical interface in your network.
Step 4.If the sum of the VC-based EIGRP bandwidths exsd¢ed bandwidth
available for EIGRP over the physical interfaceluee the VC-based EIGRP
bandwidth (for example, proportionally for all afted subinterfaces on the router
with the largest overbooking). The VC-based EIGRRdwidth of all routers
connected to the other ends of affected VCs msstla¢ adjusted to reduce the
EIGRP load received by the affected router.
NOTE
EIGRP bandwidths on a virtual circuit must be syrrioal. The design rules
compute the EIGRP bandwidth available to outgoiafjit, but the same
limitations have to apply to incoming traffic, othxése the incoming EIGRP traffic
could overload your WAN link.
Step 5.Repeat Step 3 and Step 4 as necessary.

The design process outlined here is slightly morepex in scenarios where the VC-
based bandwidth is not known in advance (for exaiplFrame Relay networks
where the CIR is set to 0 or in X.25 networks).foltlow the design process in these
networks, start with Step 2; continue with Steprd then repeat Steps 3 and 4 until
the bandwidths available for EIGRP are computedlfiaouters.

EIGRP Pacing Design Examples

Design 1—Hub-and-spoke Frame Relay network with apecified CIR: The
easiest design example is a hub-and-spoke netwgorlemented with virtual circuits
with known CIR. Assume the network has one cemtrader (hub) and ten remote
routers (spokes). The access speed of the ceatrtariis 256 kbps, and the access
speeds of the remote routers are all 64 kbps. dinernrs link together through PVCs
with a CIR of 16 kbps, as shownfhigure 13-3 EIGRP is allowed to use up to 50
percent of the bandwidth of a VC or physical irdesd.

Figure 13-3. Design 1—Hub-and-Spoke Network
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Based on the network topology, the initial desitgps yield the EIGRP bandwidths
outlined inTable 13-2

Table 13-2, Design 1—EIGRP Bandwidths
| Parameter | Bandwidth
VVC-based bandwidth on remote router 8 kbps
VC-based bandwidth on central router 10 x 8 kb9 kbps
EIGRP bandwidth on remote router Frame Relay iaterf 32 kbps
EIGRP bandwidth on central router Frame Relay fater 128 kbps

The VC-based bandwidth on all interfaces is leas the limit imposed by the access
speed, so the pacing design is complete. The aaefiandwidths and EIGRP
bandwidth percentages could be set to parametecsfisg inTable 13-3

Table 13-3, Design 1—Final Interface Parameters
} Router | Bandwidth | EIGRP Bandwidth Percentage
Central router 256 80/256*100=31
Remote router 64 8/64*100=12
NOTE

You can implement EIGRP pacing design by modifyaitger the bandwidth
configured on the (sub)interface or specifyingdiesired bandwidth and
modifying the EIGRP bandwidth percentage. Whicheggion you choose, the
final bandwidth available to EIGRP must match thadwidth computed during
the design process.
NOTE
EIGRP pacing design is a continuous process; ifittreber of remote routers
increases, you also must increase EIGRP bandwedtteptage on the central
router. Some network designers try to avoid thestaort adjustments by specifying
the physical interface bandwidth and hoping thatEhGRP transport protocol
limitations (window size of one) will prevent segdink congestion.
Design 2—An overbooked Frame Relay link on the cerdl router: The second
design scenario is completely equivalent to thet bne, only the CIR of all virtual
circuits has been raised to 32 kbps, as shovAgare 13-4
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Figure 13-4. Design 2—Frame Relay Topology

Access Speed
64 kbpz =
o 32 kbps
. Access Speed
Fernote 1 266 kbps

I'""-’=’-'-‘--

ﬁ-l?\ f"
Rerote 2 Frarme Relzy "':'
e, ST Core Router

The initial EIGRP bandwidths are detailedliable 13-4and it's evident that the
Frame Relay link of the central router is the limgtfactor.

Table 13-4, Design 2—Initial EIGRP Bandwidths
Parameter Bandwidth
VVC-based bandwidth on remote router 16 kbps
VC-based bandwidth on central router 10 x 16 kbp&6-kbps
EIGRP bandwidth on remote router Frame Relay iaterf 32 kbps
EIGRP bandwidth on central router Frame Relay fater 128 kbps

You could accept the fact that the EIGRP load encéntral router exceeds the
desired 50 percent resource utilization, leadintdpéointerface parameters outlined in
Table 13-5

Table 13-5, Design 2—Interface Parameters with a Highly Loaded Central Router Frame
Relay Link
Router Bandwidth EIGRP Bandwidth Percentage
Central router 256 160/256*100=62
Remote router 64 16/64*100=25

You could also sacrifice the network convergenaeddor lower link utilization on
the central router and adjust the EIGRP bandwidtiesnew bandwidth available to
each VC in the network becomes 13 kbps, resultirige interface parameters shown
in Table 13-6

Table 13-6, Design 2—Interface Parameters Retaining the Maximum Allowed Load Placed on
Frame Relay Links by EIGRP
Router Bandwidth EIGRP Bandwidth Percentage
Central router 256 50
Remote router 64 13/64*100=20
NOTE

This design scenario raises an interesting quegtiow important is proper
EIGRP pacing design? In this particular design, @anédd argue that the EIGRP
traffic generated by a remote router is lower tthentraffic generated by the
central router and that one need not worry abaubtlerbooking in the direction
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from the remote routers to the central routerekity, | have seen many EIGRP
networks that ran just fine as long as the proptriace bandwidth was specified
on each physical interface. However, proper EIGR&m design ensures that
your network runs optimally regardless of the lggeeds, number of EIGRP
neighbors, or link congestion. It also preventsiHartroubleshoot problems that
might arise otherwise.

Design 3—A Frame Relay network with best-effort vitual circuits (CIR = 0):

The third scenario is identical to the previous,taaly the virtual circuits in the

Frame Relay network were replaced with best ePMCs (CIR = 0) as illustrated in

Figure 13-5

Figure 13-5. Design 3—Frame Relay Topology
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Because the maximum bandwidth available throughsamgle VC is not known, the
design is based only on physical interface limitagi (access speeds) and the per-VC
bandwidth is deduced from the interface bandwidiththe number of neighbors. The
initial bandwidth calculations yield the resultsTiable 13-7

Table 13-7, Design 3—lInitial EIGRP Bandwidths
Parameter Bandwidth
EIGRP bandwidth on remote router Frame Relay iaterf 32 kbps
Bandwidth available for each VC on remote router kBg@s
EIGRP bandwidth on central router Frame Relay fater 128 kbps
}Bandwidth available for each VC on the central eout 1128/10=13 kbps

The Frame Relay interface of the central routénesbottleneck that regulates the
minimum per-VC EIGRP bandwidth. The per-VC bandWidh the remote routers
has to match the value on the central router, tieguh the interface parameters in
Table 13-8

Table 13-8, Design 3— Interface Parameters
| Router | Bandwidth | EIGRP Bandwidth Percentage
Central router 256 50
Remote router 64 13/64*100=20

243



Design 4—A fully meshed core network with PVCs wittvarious speeds:In this
design scenario, the core of a network consistswfcore routers implemented with
a fully meshed Frame Relay network. The accesslspaad the CIRs of the PVCs
between the routers are specified able 13-9

Table 13-9, Design 4—Access Speeds and CIRs in the Core Network
} Router | Access Speed | CIRtoR1 | CIRto R2 | CIR B3 | CIRto R4
R1 1256 kbps B | 64 kbps | 64kbps | 128kbps
R2 1128 kbps | 64 kbps | | 32kbps | 16 kbps
R3 1512 kbps | 64 kbps | 32kbps | - | 320 kbps
R4 1512 kbps | 128kbps | 16kbps | 320 kbps |

It's easy to verify fronTable 13-%hat none of the Frame Relay interfaces are
overbooked; the sum of the CIRs on each interfaedways lower than the access
speed. The bandwidth available to EIGRP is thust#id by the CIRs and not by the
access speeds.
In the simplest possible design, where all them@aging routers are reachable
through the main Frame Relay serial interface ntevork convergence is severely
impacted by the low-speed PVCs. For example, tharman overall bandwidth
available to EIGRP on R4 is 48 kbps (three time&ls, the CIR of the slowest
PVC) or less than 10 percent of the available fater bandwidth.
The best design should optimize the EIGRP convesyérr each PVC. You can
easily achieve this goal by creating a separatetftoipoint subinterface for every
PVC in the core network and specifying the CIRh# PVC as the subinterface
bandwidth. The design is slightly more complexmplement, but results in optimum
EIGRP performance.
Design 5—A core network with best-effort PVCs: The last design example is
similar to the previous one, the only differencénat the PVCs in the core network
are replaced with best-effort PVCs with CIR = OeThaximum bandwidth available
to EIGRP is thus limited by the access speed oFtaene Relay interfaces.
NOTE
If you subscribe to a Frame Relay service withR 61l 0, the service provider
makes no guarantees that your data will be delivdtean lead to interesting
problems if the provider is not oversubscribed wien sign up for the service and
then starts getting congested later.
Similar to the previous example, point-to-pointisitrfaces are used for maximum
flexibility and the bandwidth specified on eachmieio-point subinterface reflects the
estimated bandwidth available to the PVC boundh¢osubinterface.
The bandwidths available to individual PVCs are patad in a number of iterative
steps, starting with the router with the slowesteas speed and continuing with the
increasingly faster routers:
Step 1.The access speed of R2 is 128 kbps, giving theoappate per-PVC
bandwidth of 42 kbps.
Step 2.The access speed of R1 is 256 kbps and 42 kbpadraeely assigned to the
PVC between R1 and R2. The per-PVC bandwidth of¢h®ining two PVCs is thus
(256—42)/2=107 kbps.
Step 3.The access speed of R3 is 512 kbps and 149 kbpdrandy assigned to the
PVCs toward R1 and R2. The remaining bandwidth (3§%) is assigned to PVC
toward R4.
Step 4.The sum of the PVC bandwidths on R4 is equal écatttess speed
(42+107+363 = 512); the bandwidth allocation is ptete. The results are
summarized imable 13-10
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Table 13-10, Estimated Bandwidth Available to Best-Effort PVCs
Router| Access Bandwidth Bandwidth Bandwidth Bandwidth
Speed toward R1 toward R2 toward R3 toward R4
R1 256 kbps | --- 42 kbps 107 kbps 107 kbps
R2 128 kbps | 42 kbps 42 kbps 42 kbps
R3 512 kbps | 107 kbps 42 kbps 363 kbps
R4 |512 kbps | 107 kbps | 42 kbps | 363 kbps e

You can use the bandwidths fraable 13-1Qo set the subinterface bandwidths on
the four core routers. The default valuempbandwidth-percent eigrp (50 percent)
ensures that the EIGRP traffic never exceeds oli@hihe estimated PVC
bandwidth.

Case Study—~Partial Connectivity over Frame Relay

For more information on this case study, please visit http://www.ciscopress.con/eigrp

MetroGas' network performed very well after thewwek engineers fine-tuned the
EIGRP pacing parameters. The next set of probl¢anted, however, when the
application development team wanted to deploy a agplication that required any-
to-any connectivity between the gas stations.rtie¢d out that the core routers know
all the routes to all the gas stations, but thatghs stations know only the routes to
the subnets at the central site.

The problem was quickly linked to tisplit horizon that is used by all distance-vector
routing protocols including EIGRP. The split-homzaule prohibits a router from
advertising a route through the interface the nomself is using to reach that
destination. Because all the remote routers irMaoGas network were connected
to the central router through the same Frame Retayface, the routes to individual,
remote subnets were not announced to other rerooters, effectively disabling
connectivity between them.

Two approaches were identified that would giveNetroGas network full
connectivity between any pair of nodes:

- Disable split horizon over the Frame Relay network.

« Announce the default route (or a generic enoughnsany) from the central
router to the gas stations, in a manner simildnéoconfiguration irexample
13-9

Example 13-9. Core Router Configuration That Result
Connectivity in the MetroGas Network

s in Any-to-Any

hostname Core_A

|

interface serial 1/0

encapsulation frame-relay

bandwidth 512

ip address 10.251.16.1 255.255.240.0

ip hello-interval eigrp 101 5

ip hold-time eigrp 101 15

ip summary-address eigrp 101 10.0.0.0 255.0.0.0
|

.router eigrp 101
network 10.0.0.0
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|

ip default-network 10.0.0.0
NOTE
Whenever possible, you should resort to defaulte®or route summarization and
not to disabling split horizon. Disabling split lmn increases the EIGRP topology
database on the remote routers and the trafficrgeteby EIGRP.

EIGRP Split Horizon

You control the EIGRP split-horizon behavior wittetp split-horizon eigrp
command, as outlined ifable 13-11 Split horizon is turned on by default, even on
the switched WAN interfaces. Please note that EI&RBlit-horizon behavior is not
controlled or influenced by thp split-horizon command.

Table 13-11, Configuring EIGRP Split Horizon
} Task | Interface Configuration Command
}Disable split horizon on an interface |no ip split-horizon eigrp <as-number>
}Re-enable split horizon |ip split-horizon eigrp <as-number>

WARNING

Changing the EIGRP split-horizon setting on anrfatee resets all the adjacencies
with EIGRP neighbors reachable over that interface.

NOTE

Split horizon should only be disabled on the hué 1 a hub-and-spoke network.
Disabling split horizon on the spokes radicallyrgases EIGRP memory
consumption on the hub router as well as the amaiumnaffic generated by EIGRP
on the spoke routers.

Running EIGRP over Various Switched WAN Technologie s

The previous sections of this chapter covered El@&Rées that are specific to all
switched technologies. This section gives you &uoltld tips on the successful
implementation of EIGRP over specific switched Wagghnologies.

Running EIGRP over X.25

X.25 technology is usually associated with low-gpkaks giving even lower
throughput. Most X.25 public networks are also gedrby usage, making judicious
use of bandwidth a prime issue. EIGRP design feidl25 network should therefore
use as many scalability tools as possible to mientihe EIGRP traffic transmitted
over X.25. You should also be very careful with ph@cement of query boundaries
because the EIGRP queries are always propagatedboprgeyond the query
boundary. (Please refer to Chapters 5 throughtBigbook for more details.) If the
guery boundary is established at the edge of tB& Ketwork, all the queries coming
from the rest of the EIGRP domain are still proppedanto the X.25 network.
Sometimes the only possible solution left to thievoek designer is to deploy another
routing protocol in the X.25 part of the network.

Additional tips for reducing EIGRP traffic over te25 network include the
following:

+ Increase the hello interval and hold time unlesscttnvergence speed is of
prime importance.
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Use default routes wherever possible to reducadnaber of routes
announced over the X.25 network.

Do not disable the EIGRP split horizon becauseotsalonly increases the
traffic; use default routes instead.

Last but not least, do not forget that X.25 confagion in Cisco I0S need®25 map
statements to identify the neighbors and that theses must be configured with the
broadcastoption for EIGRP to work.

Running EIGRP over Frame Relay

EIGRP implementations over Frame Relay usuallyesidfobm the following
symptoms:

Slow convergence due to very long hello intervalg bold timers, unless you
use point-to-point interfaces where the defaultgalfor hello interval and
hold timer are 5 and 15 seconds

Retransmissions and output drops due to miscorddyunterface bandwidths
or badly designed EIGRP pacing

Heavy EIGRP traffic due to nonscalable network giesiack of query
boundaries, or misplacement of the query boundaries

Most of these Frame Relay symptoms can be easiglest by following a few
simple steps:

Make sure that the interface bandwidth represétsliérived bandwidth
based on CIRs or the real access speed of théaican combination with
eigrp bandwidth-percentage

Make sure that the subinterface bandwidth repregbrtCIR of the assigned
PVC.

Reduce the hello interval and hold timer in envin@mts where the
convergence speed is of prime importance.

In large networks or in environments with many héigrs or large differences
in access speeds on central and remote sitesthdoaugh EIGRP pacing
design.

Use theframe-relay broadcast-queuedocumented ihapter 120 avoid

link congestion and packet drops related to EIGBIB Ipackets.

Running EIGRP over ATM

EIGRP implementations over ATM are usually straigiward; the speed of a typical
ATM link is usually high enough to make any EIGRPAN/related issues irrelevant.
However, a few caveats do exist, even in the ATMrenment:

Similar to X.25, ATM uses map statements to speniépping between ATM
PVCs or ATM NSAPs and the IP addresses of the remmatters. These map
statements have to includéeadcastoption for EIGRP to work correctly.
EIGRP does not work well if the ATM cloud is implented with Classical IP
over ATM (RFC 1577) encapsulation. Due to the wRynrlulticast packets are
propagated within the ATM network configured assSlaal IP over ATM,
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EIGRP adjacencies are established only betweeARtfreserver and other
routers, resulting in all the IP traffic being redtthrough the ARP server

Summary

Several mechanisms influence EIGRP operation otcsed WAN networks:

Hello intervals and hold timers that have largeadéfvalues on low-speed
switched WAN interfaces can severely impact theveogence time of the
network unless you use point-to-point subinterfaces

EIGRP routing traffic can congest the WAN linkshe interface bandwidths
are misconfigured or if EIGRP pacing is not destjpeoperly. Associated
packet drops and retransmissions can lead to ggetbnommunication
failures between EIGRP neighbors, finally resultimtuck-in-Active routes.
EIGRP pacing can also cause extremely slow neteomnkergence,
sometimes resulting in Stuck-in-Active routes.

NOTE

One of the easiest ways to simulate Stuck-in-Aativents in the lab is to
reduce the bandwidth of an interface to a very buadlie (for example, 1).
All the output traffic through that interface (inding all the query packets)
is stuck for a very long time due to extremely I&IGRP pacing timers
resulting in Stuck-in-Active timeout (usually somwsave else in your
network).

EIGRP split horizon might lead to partially conrethetworks when the
network is implemented over partially meshed WARNdiogy.

With all these issues in mind, the need for caréfédN network design becomes
even more evident. Traditional WAN network desigually focuses on expected
traffic flows in the network and associated VC capas. Additionally, EIGRP WAN
network design should address convergence issueSI&RP pacing and include a
careful evaluation of query boundaries and assedimaffic generated during
diffused computation.
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Chapter 14. EIGRP and Dial-Up Networks

IOS implements dial-up functionality in a varietiveays, from traditional dialer
interfaces to dialer profiles and virtual accegsriiaces. The configuration details of
these implementation methods are beyond the sdapesdook and the reader is
kindly referred to IOS documentation.

NOTE

The Cisco I0S dial-up functionality and configueetiis covered in "Dial Solutions

Configuration Guide" and "Dial Solutions Commandd®ence" parts of Cisco

IOS documentation. This documentation is availapl€€CO

(http://www.cisco.com/univercd/home/home.hbmthrough Cisco Press.
To understand EIGRP's behavior in combination wéthous dial-up implementation
mechanisms, it's important to understand the pt@seof all three dial-up
implementations from the routing protocol's persipec

- Dialer interfaces, including BRI and PRI interfaceshave like a multi-
access, nonbroadcast interface (similar to X.2&yefal dial-up neighbors can
be reached through the same dialer interface. dimeng protocol also gets no
indication that the neighbor has disconnected asdd rely on some other
means (such as the hello protocol in EIGRP) toodscneighbor loss. This
implementation mode is also callegiacy DDR.

- Dialer profiles behave like point-to-point interésc Only a single dial-up
neighbor can be reached through a dialer profikewhh the dialer interface,
the routing protocol gets no indication that theghbor has disconnected.

« Virtual access interfaces also behave like poifgdmt interfaces. The
interface is removed when the call is disconnededing an indication to the
routing protocol that the neighbor is no longerctexble. Virtual access
interfaces cannot be used for dial-out purposes pri12.0(3)T, which
implements thé.arge Scale Dial-Out feature set.

The properties of the dial-up implementations amamsarized in th&able 14-1

Table 14-1, Functional Summary of I0S Dial-Up Implementations
Dial-Up Number of Interface Type From | Interface Goes Dial-Out
Implementation Concurrent Routing Protocol Down on Call Capability
Type Neighbors Perspective Disconnect
}Dialer interface | Many | Multi-access | No | Yes
Dialer profile | One | Point-to-point ' No | Yes
}Virtual access | One | Point-to-point | Yes | No

Throughout this chapter, a number of case stutlietrate the issues you face when
designing EIGRP networks in dial-up environments€€ typical dial-up cases are
discussed:

- Adial-in scenario, where the remote sites (spok&sd)into the central site
(hub) to access servers located there.

« A dial-out scenario, where the central site hagézh remote sites to access
data stored there. (A typical application mighteéwork management or
remote backup.)

« A dial-backup scenario, where the dial-up connecisoused as a backup for
the primary link, usually a leased line or switch&AN interface.
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Case Study—A Simple Dial-Up Network

For more information on this case study, please visit http://www.ciscopress.comveigrp

MetroGas corporation (please refeiGbapter 13, "Running EIGRP over WAN
Networks,"for more details) has successfully rolled out gpooate network linking
gas stations over a Frame Relay infrastructure.cbngpany found, however, that the
solution was not cost-effective for small remots g&ations where the cost of a fixed
Frame Relay link was simply too high. Engineersdkst to implement dial-up ISDN
access for those gas stations, and they decideddffisistency reasons) to retain
EIGRP as the routing protocol in the dial-up pdiihe network. They also decided to
use unnumbered ISDN links to ease the configuratimhsave address space.
NOTE
In the MetroGas network, designers need to askgbbms whether they need to
run a dynamic routing protocol with the remote st It's surprising how many
times the answer to that questiomas but often users still insist on running a
dynamic routing protocol over dial-up connections.
The pilot network (seEigure 14-) was very small; the central site housed an access
server (AS 5300) connected to the ISDN networkawidSDN PRI interface. A Cisco
1603 router at a remote gas station was conneat tsame ISDN network via an
ISDN BRI interface.

Figure 14-1. MetroGas ISDN Dial-Up Pilot
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The initial central access server router configaratvas extremely simple. EIGRP
was configured on the PRI interface, local userrsawere configured on the router to
verify the identity of the remote routers, and dyi@adialer maps took care of the
rest. The relevant parts of central access seordiguration are shown iBxample
14-1

Example 14-1. Central Access Server Configuration

hostname AccessServer
|

isdn switchtype primary-net5
|

username remote_SanJose password xyz123
|

controllerel 0
|

interface loopback 0
ip address 10.253.0.1 255.255.255.255
|

interface serial 0:23
ip unnumbered loopback 0
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encapsulation ppp

ppp authentication chap
dialer-group 1

dialer idle-timeout 600

|

dialer-list 1 protocol ip permit
|

router eigrp 101
network 10.0.0.0

Configuration of the remote routers was even simplesigners had to add a static
default route and a string to dial (¥&eample 14-}.

Example 14-2. Remote Dial-Up Router Configuration

hostname remote_SanJose
|

i.sdn switchtype primary-net3
|

username AccessServer password xyz123
|

interface ethernet 0
ip address 10.17.5.1 255.255.255.0
|

interface bri O

ip unnumbered ethernet O
encapsulation ppp

ppp authentication chap
dialer-group 1

dialer idle-timeout 600
dialer string 408-555-1234
|

dialer-list 1 protocol ip list 101
|

access-list 101 deny eigrp any any
access-list 101 permit ip any any
|

ip route 0.0.0.0 0.0.0.0 bri 0
|

router eigrp 101

network 10.0.0.0

The pilot network worked well, so the network desigs decided to roll the solution
out to a larger number of gas stations. As theysdidnd the number of gas stations
connected to the access server increased, the wet®erk unexpectedly melted
down in a succession of Stuck-in-Active (SIA) eweft#ee also section "Stuck-in-
Active Routes" irChapter 1, "EIGRP Concepts and Technolofyr, further details).
As is usually the case, the SIA events occurredwd! the network, but careful
analysis finally pointed to the PRI interface oa Htcess server as the culprit.

EIGRP Bandwidth Issues in Dial-Up Networks

The network meltdown in MetroGas network was causethe EIGRP pacing on the
PRI interface. The default bandwidth of a PRI ifgtee is 64 kbps, reflecting the
actual speed toward a remote router. By defaulsRR uses half the interface
bandwidth (32 kbps on PRI interface) for EIGRP updand the bandwidth allocated
to EIGRP is divided evenly across all EIGRP neigbbeachable over a multi-access
interface. With 20 remote routers connected taatteess server through the PRI
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interface, per-neighbor bandwidth drops to 1.6kktk/second or a mere 200
bytes/second. Any network instability that resuitgueries being sent over the PRI
interface inevitably congests the interface fronE&GRP perspective, leading to long
delays, and finally, Stuck-in-Active routes whee tiouter initiating diffusing
computation times out.

This problem has several solutions, none of whrehcampletely satisfactory:

+ Increasing the interface bandwidth solves the EI@Ré&Nng problem, but can
lead to routing problems. (A route over the ISDMmection might be
preferred over a route going over a higher-speaskle line.)

« Increasing the EIGRP bandwidth percentage als@sdhe EIGRP pacing
problem, but can lead to ISDN connections beirgdilp with EIGRP traffic
when few dial-up routers are connected. EIGRP newegests the physical
interface due to EIGRP transport protocol limitat{@indow size is one), but
the EIGRP traffic is likely to represent a majormatythe traffic sent over the
ISDN connection.

« Using dialer profiles solves the pacing problemause the interfaces over
which EIGRP runs become point-to-point interfa¢éswever, this can lead to
configuration problems in environments where sdveraote routers are
connected to a central access server. The cu@&htérsions also limit the
total number of interfaces in most routers (inahgddialer profiles) to
approximately 300.

« Using virtual access interfaces solves the pacioglpm in the same way as
using dialer profiles. However, the virtual accegerfaces cannot be used for
dial-out.

The solution you prefer to implement in your netkvdepends on a number of
parameters, ranging from the number of remote rewated number of changes
expected (for example, remote site adds or charigekal-up requirements you have
(for example, is dial-out required?). Nonetheldss,best solution might be not to use
EIGRP over the dial-up network and replace it vaittother protocol like RIPv2 (see
also, "Case Study Solution—Integrating RIP with RR5" inChapter 9, "Integrating
EIGRP with Other Enterprise Routing Protocofey'a similar design).

NOTE

Other solutions, such as per-user static routeisad@in combination with AAA

authorization, make routing protocols unnecessapure dial-in scenarios.

EIGRP Query Boundaries in a Dial-Up Environment

Similar to low-speed WAN links, EIGRP query bouridatbecome extremely
important if you want to deploy EIGRP over dial-egmnections in a large network.
Although you can increase the bandwidth availablEIGRP traffic over a dialer
interface with the tricks explained in the previeestion, the reality remains that a
single dial-up connection can carry anywhere frohkbps to 64 kbps of data.
Excessive amounts of EIGRP traffic on a dial-upnzation can therefore negatively
impact the application traffic throughput and apglion end-to-end response times.
The query boundaries are relatively easy to estaloi networks that use dedicated
access servers for dial-up connections. For exagrimptae MetroGas network, the
query boundary is easily established on the ceat@ss server by announcing only
the default route to it from the core router (Begure 14-2. Most of the queries
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received from the core network are stopped at éinéral access server because it
wouldn't have the route being queried about ifE[GSRP topology database.

Figure 14-2. Query Boundary Establishment in the Me  troGas Central Site
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NOTE

Due to EIGRP design, you can never perfectly isolamote routes from the
irrelevant queries. Whenever one of the dial-ugemudisconnects and the central
access server loses the routes previously announyctt router, it always
queries all the other dial-up routers.

Case Study—Route Flaps in a Dial-Up Environment

For more information on this case study, please visit http://www.ciscopress.comveigrp

MetroGas' engineers finally decided to fix the ER5pacing problems by using
virtual access interfaces on the central accesgiseesulting in the router
configuration shown ilexample 14-3(The commands added to support virtual
access interfaces are highlighted.) The configomatras tested in a lab network and
successfully migrated to the MetroGas productiamaek. It looked like the ISDN
nightmares were finally over.

Example 14-3. Central Access Server Configuration w ith Virtual Access Interfaces

hostname AccessServer
|

i.sdn switchtype primary-net5
|

username remote_SanJose password xyz123
|

controller el 0
|

virtual-profile virtual-template 1
!

interface virtual-template 1
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ip unnumbered loopback

encapsulation ppp
ppp authentication chap
|

interface loopback 0
ip address 10.253.0.1 255.255.255.255
|

interface serial 0:23

ip unnumbered loopback 0
encapsulation ppp

ppp authentication chap
dialer-group 1

dialer idle-timeout 600

|

dialer-list 1 protocol ip permit
|

router eigrp 101
network 10.0.0.0

A few months later, the MetroGas management stadetplaining about huge ISDN
costs. Upon investigation, it turned out that thimote router configurations were
suboptimal from the start; someone had insettalér idle-timeout 600in the ISDN
interface configuration. The result was quite exgden Although the number of
transactions performed by small gas stations wasalod each transaction took only
seconds to complete, the ISDN connection stayedesicir 10 minutes after each
transaction ended. The fix was obvious; the idteetut was lowered to five seconds,
immediately decreasing the ISDN bills.

NOTE

You can track ISDN costs with a good monitoring asdounting package. In the

absence of a good tracking system,ghew isdn historycommand (shown in

Example 14-)can also give you some insight into the ISDN sasturred.

Example 14-4. Sample show isdn history Printout

Router# show isdn history

ISDN CALL HISTORY

History Table MaxLength = 320 entries
History Retain Timer = 60 Minutes

Call Calling Called Duration Remote Time until Reco rded Charges
Type Number Number Seconds Name Disconnect Units/Cu rrency

in 4085551224 240 SanJose_1 5 u(D)
in 4151234567 Active(90) SantaClara_3 240 13 u(D)

Lowering thedialer idle-timeout parameter reduced the ISDN bills, but it also
introduced more frequent route flaps into the M&te network. The network
engineers did not notice the increased EIGRP &gtimtil Stuck-in-Active events
started to appear all over the network with no Isimgsily identifiable bottleneck. It
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turned out that the amount of flapping introducgdhe dial-up connections swamped
all the low-speed links in the MetroGas network.
NOTE
One of the worst experiences | had with EIGRP diedup scenario involved a
network where the route flaps were being introduceh a stack of access routers
having all together over 30 PRI ports. The CPUz#ilon due to the EIGRP
process on the low-end routers was constantly eieg&0 percent and the routers
were already starting to drop packets due to oadrl8IA events also happened
every few minutes. Extensive use of route filtaxd aummarization brought the
CPU utilization due to EIGRP down to a few peraamill routers.
The MetroGas engineers had to introduce summarizatween the central access
server and the core network to reduce the numbgu@fes going into the rest of the
MetroGas network. They had not succeeded, howeveeducing the EIGRP traffic
introduced on the dial-up connections. Whenevenglesremote router disconnected,
all the other remote routers got involved in thguding computation.
NOTE
I've seen many large networks that did not deployEIGRP scalability features
and had no EIGRP pacing design, but seemed to weltlbecause the WAN
infrastructure the network was using was extrerstble, resulting in almost no
route flaps. Nevertheless, when dial-up connectasasntroduced into such a
network, the increased number of route flaps raguftom dial-up routers
connecting and disconnecting from the access squiekly brings the network to
its knees.
Finally, the MetroGas engineers had to admit detel&RP simply was not
performing well over the dial-up links in their ¢g@-scale, dial-in environment. They
had to resort to another routing protocol (RIP wZhe dial-up part of the network,
resulting in the access server configuration showExample 14-5

Example 14-5. MetroGas Access Server Configuration

hostname AccessServer
|

isdn switchtype primary-net5
|

username remote_SanJose password xyz123
|

;:ontroller el0

!

interface loopback 0

ip address 10.253.0.1 255.255.255.255
|

interface serial 0:23

ip unnumbered loopback 0O
encapsulation ppp

ppp authentication chap
dialer-group 1

dialer idle-timeout 600

|

dialer-list 1 protocol ip permit
!

router rip

version 2

network 10.0.0.0

default-information originate
!

255



router eigrp 101
network 10.0.0.0
redistribute rip metric 64 20000 255 255 1500

Thinking they finally had a firm grip on the diapunetwork and had stopped it from
influencing the EIGRP core network, the MetroGagiegers were surprised to learn
that the EIGRP process still used a significant@amof CPU time on the access
server and the core router. Further investigatimw®d that the routes to the remote
subnets were no longer inserted into the EIGRPgamidut the host routes that are
automatically created when a remote router didtstime central server were still
automatically redistributed into the EIGRP proc@3sese routes were also flapping
with the appearance and disappearance of remdtmdiuters, causing high CPU
load on the access server itself and the EIGRFhberg that had to process the
gueries. MetroGas engineers tried to stop thatwaehdut found that there was no
way to stop EIGRP from inserting connected subaetsnetwork where EIGRP is
running into the EIGRP topology database. Ultimatigdey had to move the whole
ISDN dial-up network to another major network—a mdkat involved renumbering
all the remote dial-up routers.

NOTE

The easiest way to stop the host route generaiwith theno peer neighbor-

route interface level command. This solution works veglinumbered dialer

interfaces and dialer profiles. On virtual accedgsrfaces and unnumbered dialer

interfaces or dialer profiles, the host route tmo&e dial-up peer is necessary for

proper routing.

You could also get rid of the host routes thataarmatically generated by the

router by using a numbered dialer interface anggrdP addressing plan. The host

routes are only generated if the remote IP addtess not fall within the subnet

configured on the dialer interface.

MetroGas engineers might also have used anotlekrtthey could have moved

only the loopback interface of the access serweranother network, retained the

addressing scheme on the remote routers, and RINRWith no automatic

summarization.

Case Study—Dial-Out Requirements

For more information on this case study, please visit http://www.ciscopress.comveigrp

MetroGas engineers were soon asked to provideiaddlitservices over their dial-up
network; electronic sensors were installed in ugaemd gas tanks at the gas
stations, and the logistics department wanted tabbeto read those sensors from the
central location to optimize the dispatch of tidstivery trucks. These requirements
added a completely new dimension to the MetroGalsugh network. Previously, the
remote routers dialed into the central site whentweoperator started a transaction.
To accommodate the new requirements, the centggrrdad dial-out to the remote
gas stations whenever the logistics applicationtecto read the sensor values.

EIGRP Use in Dial-Out Requirements
Dial-out environments differ from dial-in environmts in the routing setup. The

central (hub) router that dials out to the remsf®ke) routers must have the routes
toward all the remote subnets in its routing tattlall times. These routes are then
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propagated to the rest of the network, leadingattkpts being attracted to the hub
router, which delivers the packets to the spokeersiafter establishing dial-up
connection with them.

Leaving scalability issues aside (I0S versionsrgndl2.0(3)T only enabled one
router to act as a dial-out hub router for a cersgioke router), populating the routing
table in the hub router remains the main issuaadfup design and configuration.
The routing table can be populated in three diffeveays:

« Using static routes
« Using dynamic routing protocol
« Using static routes downloaded from a central sgaege-scale dial-out)

When using a dynamic routing protocol to populagerouting table of the hub
router, the major requirement for the routing peolas that it shouldn't keep the dial-
up connection constantly active. The ideal roupngtocol establishes a connection,
exchanges routes, and closes the connection imtaBdadterwards. The route
exchange process has to be repeated infrequerdbver potential changes in the
addressing structure.

Only a few routing protocols satisfy these requieets:

+ IGRP, RIP v2, or On-Demand Routing (ODR) with sing@souting. Because
IGRP does not support variable-length subnet magkSM), RIP v2 or ODR
are the preferred choices.

«  OSPF with demand-circuit functionality (availabtel©S 11.2).

EIGRP does not support snapshot routing or any atleehanism that permits
infrequent route exchange without constant trajéoerated by the hello mechanism,
and is thus unsuitable as the routing protocoldile&out environment.

Case Study—EIGRP Use in a Dial-Backup Scenario

For more information on this case study, please visit http: //www.ciscopress.conveigrp

With the ISDN dial-up network running smoothly, M@sas engineers wanted to
reuse their new knowledge in another problem dheat-rame Relay links to some
locations proved to be unreliable and they wanbease ISDN as the backup
technology. Yet again, they started with a simpliet pA remote router connected to
Frame Relay was also connected to the ISDN netandkthe central access server
was reconfigured to support the dial-backup fumelidy as well (se&igure 14-3. A
separate PRI port was allocated on the centraksénwsupport dial-backup
application to prevent remote gas stations fromgusp all the available ISDN
channels.

Figure 14-3. Dial-Backup in the MetroGas Network
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The central access server was already configuradeédegacy DDR due to dial-out
requirements, so the dial-backup functionality tatle implemented over a multi-
access dialer interface although the engineershfaitdialer profiles might give them
more flexibility.

Thebackup interface feature was used on the Frame Relay subinterfate o
remote router to detect Frame Relay DLCI loss agdér ISDN backup (see
Example 14-Gor router configuration).

Example 14-6. Dial-Backup Configuration on a Remote Frame Relay Router

hostname Access_Wichita
|

interface ethernet 0
ip address 10.17.2.1 255.255.255.0
|

interface serial O

encapsulation frame-relay

|

interface serial 0.1 multipoint
bandwidth 64

backup interface bri 0

backup delay 5 60

ip address 10.251.17.2 255.255.240.0

frame-relay interface-dici 157
|

interface bri O

ip unnumbered ethernet O
dialer string 5551212
dialer-group 1

|

dialer-list 1 protocol ip permit
|

router eigrp 101
network 10.0.0.0

This time, the MetroGas engineers had problems ewvtre pilot network. The dial
backup was established as expected, but when #meeHRelay link was restored and
ISDN dial-up line disconnected, traffic to and froine remote site stopped flowing
for several minutes.

EIGRP Neighbor Loss Detection Issues
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The MetroGas team experienced another common proiblelial-backup scenarios;
the remote router disconnected the ISDN conneclionthe central access server was
not aware that the link had been disconnected, "dlitried to send data over the
nonexistent ISDN link. The central access serverored the ISDN route only when
it discovered that the EIGRP neighbor was no lomgachable over ISDN.
NOTE
The problem described here arises only if the badttvand delay of the ISDN
link are comparable to the bandwidth and delayefdrimary link. Due to EIGRP
vector metric calculation rules, it might also octr specific destinations if those
destinations are reachable through links with baddhwower than ISDN
bandwidth.
You can use four different solutions in this scemar

« If the bandwidth of the primary link is higher thére bandwidth of the
backup link, all the routers prefer the routes nade through the primary
link. Interface delay should be increased on tla¢uip link to make sure that
the proper route is always selected (see Exerelssn®hapter 5, "Scalability
Issues in Large Enterprise Network®i' a similar example).

« You can run another routing protocol over the dialeonnection. The
administrative distance of EIGRP should be sehabit is lower than the
administrative distance of the other routing protdevhich is usually the case
anyway). Under these circumstances, the EIGRP reataved through the
primary link is always considered better than thete received over the dial-
up connection.

« The EIGRP hello interval and hold timer can be dased to very small
values on the dialer interface to quickly discodil-up disconnect.

« Use a dial-up implementation method where the fiateris brought down or
removed when the dial-up link is disconnected. Glin@nge in the interface
status triggers immediate neighbor loss in theimgytrotocol. Virtual-access
interfaces for ISDN connections or async interfdoesnalog dial-up
connections offer this functionality.

In the MetroGas case, the engineers found it dasi@splement virtual-access
interfaces because they could use them in combmatith the legacy DDR they
were using for two-way dial-up connections to thigeo gas stations.

Summary

The case studies throughout the chapter illustidedimitations of EIGRP when it's
used in dial-up scenarios:

« EIGRP's packet pacing implementation might causeksih-Active events
when EIGRP is run over legacy DDR interfaces. Sshalutions, including
virtual access interfaces or dialer profiles, carubed to resolve this issue.

- Dial-up environments generate many route flapsrhght be several orders
of magnitude larger than the number of flaps exgmeed in networks based
on leased lines or switched WAN technology. EIGRBigh requires careful
placement of query boundaries to prevent routemetaork overload due to
EIGRP diffusing computations.

+ EIGRP is not suited for two-way dial-up— or dialteonly applications.
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« Slow neighbor loss detection might cause temparatgges in dial-backup
design. Several techniques are available to ciremtnthis problem.

Due to these issues, you should use EIGRP oveugdiabnnections only when
necessary, primarily in dial-backup scenarioss Basier to implement routing in dial-
in or dial-out scenarios with other routing protisc@or example, RIP v2) or other
mechanisms available in Cisco 10S dial-up impleraton (per-user static routes or
EasylIP). Even when you use other routing mechanigragedistribution of dial-up
routes into the core EIGRP process must be tigiathtrolled and managed to prevent
network-wide problems due to diffusing computatitwibbwing each dial-up
disconnect.
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Chapter 15. Secure EIGRP Operation

Security and reliability are extremely importanbhgmnents of every mission-critical
network. Host security is a well-understood topi s the need for deploying a
firewall when you connect several networks withimas levels of trust (for example,
corporate network to the Internet). However, novarsal understanding for the need
of all encompassing network security, from sec@ak management to secure
information exchange, exists. More and more user®acoming aware of the need to
secure their network devices, and the actions takamcrease the device security
range from secure management (secure SNMP) to pltdes and sophisticated
logon schemes. These measures usually do not etdeseduring routing protocols,
which are still exposed to various attacks thatlead to a successful intrusion or
denial of service.

Two case studies used in this chapter illustragghieats present in every network
with insecure routing protocols. The rest of thaptler presents various security
measures that can improve the security of EIGR&imtion exchange and thus
increase the reliability of your network.

Case Study—Collecting Usernames and Passwords throu gha
Fake Server

For more information on this case study, please visit

http: //www.ciSscopr ess.comveigrp.

One of the widely used and fairly successful foohattack is based on presenting
unsuspecting end-users with a familiar user intexfdhe end-users believe that they
are authenticating themselves to their usual sered the intruder can collect their
usernames and passwords. The information collectdds way can later be used to
access the real servers where the intruder poste asctim of this spoofing attack.
The following forms of this attack have been sustighy used:

« A hacker installed a program that imitated thenaggquence and collected
usernames and passwords of users trying to logaimtainframe computer.

« A hacker imitated a server (for example, corpovai®&W server or e-mail
server) to which the users logged in and colletted credentials, which
were later used to read users' e-mail or accesdoitiements to which the
hacker couldn't have accessed otherwise.

NOTE
Interestingly, the same concept is also used iara@hvironments. For example,
there have been reports of criminals using fake A&thines or point-of-sale
terminals to collect credit card information anddeaal Identification Numbers
(PIN).
The major obstacle to this form of Trojan horsadkttwas the installation of the fake
program on the target mainframe computer or retime®f user traffic toward the
fake host. The second task is, unfortunately, ext¢hg simple in networks running
insecure routing protocols.
Imagine a corporate network (as showirigure 15-) where all the servers connect
to a common LAN with IP subnet 10.1.1.0/24. Theatwerver has the IP address of
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10.1.1.13. The whole corporate network runs EIGRPwses no scalability tools,
such as route summarization or filtering.

Figure 15-1. Corporate Network with Insecure Routin g Protocol
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NOTE

Although scalability tools prevent some spoofinigeits, usually they are not

sufficient to increase the security of the routamgtocol.
The intruder (who might be a disgruntled employgahed access to one of the
remote office LANs and would like to collect usemes and passwords that would
give him or her access to various mailboxes orctinporate e-mail server. Because
of insecure network design, an intruder can easdtall an additional EIGRP router
in the network that announces the route to 10.2/32 as shown ifigure 15-2 The
new route is the most specific route for that pathe address space and all the
routers forward all the packets for IP address.101B toward the intruder's router.
Installing a PC with a POP3 server on it and coting¢hat PC to the newly installed
router completes the trap. All users in the corfmnetwork log on the fake POP3
server and reveal their usernames and passwords.

Figure 15-2. Fake POP3 Server Trap Installed in a R emote Office
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Several security loopholes in the corporate netvadidived the intruder to install a
fake POP3 server and attract the traffic to it:

« Remote office routers listened to EIGRP updatethem LAN interfaces.

« None of the routers performed any route filtering.

« Remote office routers were willing to form new amjacy and exchange
routing information with an untrusted device.
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You can easily remove all these loopholes withfchideployment of various EIGRP
features:

- Configure LAN interfaces on remote office routesspassive interfaces to
prevent the remote office routers from forming adjecies with other routers
on the remote LAN.

« Install route filters in distribution-layer routets ensure that the remote office
routers do not insert fake routes into the corevagk.

« Use EIGRP MD5 authentication throughout the networ&nsure that only
the trusted network devices form EIGRP adjacencies.

Case Study—Denial-of-Service Attack on a Core Netwo  rk

For more information on this case study, please visit

http: //www.ci Scopr ess.comveigrp.

The Trojan horse attack in the previous case stisdd vulnerabilities in EIGRP
router configuration to insert bogus routes inrieéwvork and reroute traffic to a fake
server. A similar technique could be used in aaewitservice attack to redirect
traffic sent toward the corporate servers and finasent the end-users from gaining
access to these servers.

Another class of denial-of-service attacks usesemalbilities in the routing protocols
to disrupt IP routing or disable certain transnaegpaths in the network.
Unfortunately, an intruder located anywhere indbgorate network can very
successfully launch such attacks. If an intrudedse€EIGRP update packets with a
fake source IP address and an INIT flag set toantoEIGRP router in the network
(Beta, for example), the remote office router reutee packet based on destination IP
address toward core router Beta (B&rire 15-3. Even core router Alpha blindly
forwards the packet with its own IP address asthece address toward router Beta.
Upon receiving the fake packet, router Beta immtetiialrops adjacency with router
Alpha from which the packet supposedly came, ragpin IP routing disruption. A
constant stream of fake packets might disable iaiyinh the network permanently
because the EIGRP adjacencies between the roatenected to such a link are
constantly dropped.

Figure 15-3. Intruder Sending Fake EIGRP Packets in  the Network
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In most well-designed networks, it is exceedinghgpde for an intruder to guess the
source and destination IP addresses to use imkieeHIGRP packets; theaceroute
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command usually gives him or her enough informati@onsider, for example, the
traceroute output inExamplel5-1.

Example 15-1. Sample traceroute Output

C:\WINDOWS>tracert www.cisco.com

Tracing route to www.cisco.com [192.31.7.130]
over a maximum of 30 hops:

... lines deleted ...

4 762ms 761 ms 806 ms Hssi9-1-0.GW1.FFT1. ALTER.NET
[146.188.33.161]

5 742ms 779ms 779 ms 321.ATM1-0-0.CR1.FF T1.Alter.Net
[146.188.3.125]

6 854 ms 839ms 860 ms 212.ATM5-0.BR1.NYC5 Alter.Net
[146.188.7.62]

7 860ms 843 ms 843 ms 431.ATM5-0.GW2.NYC5 Alter.Net
[137.39.30.141]

8 1020 ms 919ms 879 ms 152.ATM2-0.XR1.NYC1 ALTER.NET
[146.188.177.246]

9 873ms 859 ms 838 ms 295.ATM7-0.XR1.BOS1 ALTER.NET
[146.188.176.174]

10 865 ms 864 ms 863 ms 191.ATM9-0-0.BR1.BO S1.ALTER.NET

[146.188.177.9]
... rest deleted ...

The network through which the route between thewsat anchttp://www.cisco.com
goes is very well designed and run. All router tllr@sses map into hostnames, and
they even reveal the interfaces on the routerstiiggpackets pass. This information is
valuable to the potential intruder who can dedbeg there is a router with IP address
146.188.33.161 (hop 4 in the printout) connecteant®SSI link. Usually HSSI is
used as a point-to-point interface, making it pléahat the neighbor router has an
IP address 146.188.33.162. If these two routersaxge EIGRP updates over the
HSSI link, the intruder has enough information igrupt the EIGRP adjacency
between them.

NOTE

It's important to note that thegturity by obscurity” approach (in this case, hiding

router names and interfaces) does not work. It ordkes the intruder's task

slightly more difficult.
As in the previous case study, a number of seclaatgholes allowed the intruder to
disrupt EIGRP routing in the network:

« The remote office router accepted IP packets vatlree IP address that did
not belong to the remote office LAN.

« The remote office router accepted routing prot@aakets from interfaces that
could not be completely trusted.

« The core router accepted spoofed EIGRP packets.

The remedies for these loopholes include usingiypaggerfaces within the EIGRP
process to prevent a router from building neighbipren the subnets that have no
other routers, IP packet filters to prevent spaphittacks at their source, and EIGRP
MD5 authentication to stop routers from acceptipgated packets. It is easy to
implement anti-spoofing packet filters on remotioefrouters in the enterprise
networks, but extremely hard to implement themthreoscenarios (for example,
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peering links between Internet service provideFhe best countermeasure to EIGRP
packet spoofing is therefore the EIGRP MD5 autlvatiton.

EIGRP MD5 Authentication

EIGRP MD5 authentication ensures that routers dd€EpRP packets only from
trusted sources. After the MD5 authentication isfigured on an interface, every
EIGRP packet sent by a router over that interfaceggned with an MD5 fingerprint.
Every EIGRP packet received over an interface WMibb authentication configured

is checked to verify that the MD5 fingerprint iretpacket matches the expected
value, making it impossible for the intruder toartsuntrusted routers in the network
or send bogus packets to the routers.

MD?5 is an algorithm described in RFC 1321 that sakenessage (EIGRP packet) and
generates 128 bits of hash value (caftedsage digest or fingerprint) with several
properties that make MD5 usable in very secureasige implementations:

« Changing a single bit in the original message charagpproximately half of
the bits in the MD5 fingerprint.

+ It's almost impossible to generate another mesbaggields the same MD5
fingerprint; therefore, forging is very hard.

The MD5 value generated from the EIGRP messagesp&kppended to the EIGRP
packet, and the packet is sent to the EIGRP neigfilhe receiving router can verify
the integrity of the packet by recalculating the ¥alue and comparing the result
with the MD5 fingerprint in the packet.

This process does not lead to improved securitglmE an intruder can repeat the
steps taken by the originating router and gendoatged packets with proper
signatures. A secret known only to the sendingrandiving router must to be
introduced to stop the intruder from generatingéal, signed packets. The whole
process of secure information exchange between El@dghbors can be
summarized in the following steps (graphically presed inFigure 15-2:

Figure 15-4. EIGRP MD5 Authentication
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Step 1.The sending router generates EIGRP informatidreteent.

Step 2.MD5 is computed over EIGRP information and therstiaecret.

Step 3.The resulting MD5 hash value is appended to tloggiaand sent to the
neighboring router(s). Because the intruder doé¢gmaw the shared secret, he or she
cannot forge the packets.

Step 4.The receiving router computes MD5 over receive@d®® information and

the shared secret. If the computed MD5 value mattiee MD5 fingerprint appended
to the packet, the packet is genuine and is acddptdurther processing. Packets that
do not pass the MD5 fingerprint check are siledtiypped.

Configuring EIGRP MD5 Authentication

Configuring EIGRP MD5 authentication on the rougea two-step process outlined
in Table 15-1You can enable authentication on individual ifatees and even for
individual EIGRP processes when you're running ntloea@ one EIGRP process over
a single interface.

Table 15-1, Configuring EIGRP MD5 Authentication on an Interface
} Task | Interface Configuration Command
Specify the shared secret used between adjacetatss(‘ip authentication key-chain eigrp <as-

reachable over specified interface number> <key-chain-name>

Specify the type of authentication used in EIGRP |ip authentication mode eigrp <as-number>
packets (only MD5 is available) md5

Security of EIGRP MD5 authentication relies exchady on the shared secret, which
should be periodically changed. Tkey-chain concept enables the controlled change
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of the shared secret. A key-chain consists of afdetys where each key has its own
lifetime. An example of a key chain is showrFigure 15-5

Figure 15-5. Sample Key Chain

Key Chain Flintstones
[X= ke 1 ke 2
— Foew String Fred Barney
e Lntil 000015 After 23:45:00
| AoceptLifetime July 25 1993 July 24 1993
- Until 00:00:00 After 000000
—| SendLifetime July 25 1993 July 25 1993

Key chains are defined on the router using theigardtion commands imable 15-2
Table 15-2, Configuring a Key Chain

Task Global Configuration
Command

|key chain <name>

}Define a key chain
Define a key in the key chain kkey <sequence-number>
}Define key value for the specified key |key-string <value>

Define the time interval during which the key vl accepted by |accept-lifetime <start-time>
the router. If you don't specify the time intervihle key is always |{<end-time> | infinite | duration
valid. The earliest acceptable start time is Janiad 993. <seconds>}

Define the time interval during which the key Wik used by the [send-lifetime <start-time>
router to sign the packets. If you don't specify time interval, the{<end-time> | infinite | duration
key is always used. <seconds>}

The lifetime of the keys in the key chain normallyerlaps to allow seamless key
rollover, leading to potentially confusing situattowhere the router doesn't know
which key to use. IOS applies the following rulesvoid potential ambiguities:

« If several keys have an overlappisend-lifetime, it uses the key with the
lowest sequence number to sign the outgoing EIG&Rgis.

+ If several keys have overlappiagcept-lifetime the incoming packets can be
signed with any one of those keys.

Example 1:Using the commands froifable 15-2 you can configure the key chain
shown inFigure 15-5with the 10S configuration commandsExample 15-2

Example 15-2. Sample Key-Chain Configuration

key-chain Flintstones
key 1
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key-string Fred

accept-lifetime 00:00:00 Jan 1 1993 00:15:00 July 25 1999
send-lifetime 00:00:00 Jan 1 1993 00:00:00 July 2 51999
key 2

key-string Barney
accept-lifetime 23:45:00 July 24 1999 infinite
send-lifetime 00:00:00 July 25 1999 infinite

Example 2: To configure a very simple authentication schenté wifixed,
unchanging key, use the IOS configuration commaméscample 15-3

Example 15-3. Sample Key-Chain Configuration

key-chain SimpleKey
key 1
key-string aNiceKey

Shortcomings of EIGRP MD5 Authentication

The MD5 authentication of EIGRP information exchasggnificantly increases the
security of the EIGRP routing protocol. However aweare of the following
shortcomings when designing highly secure EIGRows:

« EIGRP packets are only authenticated, not encryftee information
exchange is reliable, but not confidential. Theuder who is able to receive
EIGRP packets (for example, by being attachedad &N interface between
the routers) can still gain information about tleéwork topology based on
routing information exchange between the routers.

« Shared secrets are manually configured on thensaut® mechanism for
automatic key generation or key distribution exists

« Shared secrets are stored in router configuratigaaintext format. An
intruder who accesses router configuration can idhately spoof EIGRP
information exchange.

NOTE

The intruder does not have to break into the rowtejet access to router
configuration. (Although that might be the eastgstion if he or she gets physical
access to a router.) Breaking into the network rgameent station where the router
configurations are stored is sometimes easier to do

Design Issues and Guidelines

Several possible EIGRP MD5 authentication desigaegassible, depending on the
security level you want to achieve in your netwand the potential penetration
points you identified during the threat analysislyOa few parameters influence your
design; all of them are covered in this section.

Parameter 1—Scope of an Individual Key
You can use a single key throughout the netwolds(&cure) or you can assign
different keys to every subnet (more secure). Yauaso use different keys for

layers of your network with different levels of $tworthiness. For example, you can
use one key for the core of your network and andtbg for the access layer.

268



The single key approach is secure enough if thegimdity that an intruder can get
your router configuration is negligible. If an iatter can get physical access to any
one of your routers or break into your network nggmaent station, avoid the single-
key approach.

Parameter 2—Key Changes

You can use one key throughout the lifetime of yoeiwork (less secure) or you can
change the keys on a periodic basis (more sedtegk that do not change are
probably secure enough for networks in which thevagk manager wants to prevent
accidental configuration errors or inadvertent aativity between test and
production networks. For any network with a forre@turity policy, the key changes
would probably be requested by the security policy.

Parameter 3—Key Distribution

You can preinstall the key chains used by the EIGRF authentication on the
router (more secure), or you can change them réynoyausing any of the means
available for I0S configuration management (lessis®. In networks that require a
high level of security, you must change the keys @eriodic basis, and the only way
to implement periodic key changes is through remm@agement. Using encryption
between the routers and the management statiocotesiderably enhance the
security of remote management.

You should be concerned with key distribution issasly if you expect an intruder to
be able to tap into your transmission media betwlkemetwork management station
and the managed router. Unless you control theipdlymedia between the two, you
can usually assume that an intruder is capablistefhing to your management traffic,
making encryption deployment mandatory.

With these three parameters in mind, you can deggn network with various levels
of security. The design can range from a simplevag¢ with minimum security
where all the routers use a single, unchangingdelIGRP MD5 authentication to a
highly secure design where the routers use diftdteys on every subnet and the keys
change frequently through encrypted managemenibssss

Key Rollover Design and Integration with NTP

You can substantially increase the security of BRGWD5 authentication by
frequently making key changes. The key changes beugtell planned and supported
by the time synchronization between the routers.
Suppose that you want to change the keys atttinrBecause all the routers do not
have their times perfectly synchronized, the olg &leould be accepted for some time
aftert, (until t;+tg), and the new key should be accepted slightlyregfdstarting at
t—tg). The time window you need for key rollover depgid the accuracy of the time
synchronization between the routers. A few secasmdsrmally enough foty if you
use NTP to synchronize the routers to a commorkcloc
Suppose further that your routers currently userkeyberN in the key chain
rollover and that the key was configured to be valid foreve

NOTE
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It's arguable whether it's a good practice to cam® the current key to be valid
indefinitely. On one hand, it ensures that theemitan always exchange data; on
the other hand, it probably makes security officightly uncomfortable.
The configuration commands you have to send todbuers to prepare for the key
rollover are outlined iftxample 15-4

Example 15-4. Configuration Commands Used to Prepar e for Key Rollover

key-chain Rol | over

key N

send-lifetime 00:00:00 01 Jan 1993 t,
accept-lifetime 00:00:00 01 Jan 1993 t,+ty
key N+1

key-string NewKey

send-lifetime t , infinite

accept-lifetime t,-t4 infinite

After the time {, when the key rollover has already occurred, ymukl remove the
old key from the router configuration using the eoamds inExample 15-5

Example 15-5. Configuration Commands Used to Comple  te Key Rollover

key-chain Rol | over
nokey N

The key rollover works only if the times on theamnt routers are synchronized.
You can use several mechanisms for time synchrborgeut they are beyond the
scope of this book. Because NTP is the most comyng#d time synchronization
mechanism, the commands to configure NTP servénenouter that has a built-in
real-time clock and to configure secure NTP synoization with an NTP server are
provided inExample 15-@GandExample 15-7

Example 15-6. NTP Server Configuration on a Router

ntp master <stratum: use 5 — 15>
ntp authenticate
ntp authentication-key <keyid> md5 <password>

Example 15-7. NTP Client Configuration on a Router

ntp server <server-ip-address> key <keyid>

ntp authenticate

ntp authentication-key <keyid> md5 <password>
ntp trusted-key <keyid>

Troubleshooting EIGRP MD5 Authentication

The lack of EIGRP adjacency between adjacent reutermally indicates problems
with EIGRP MD5 authentication. You can verify thlaé EIGRP MD5 authentication
is the reason for adjacency failure with the EIGiieket debugging commands
displayed irExample 15-8The line indicating MD5 authentication problerss i
highlighted.

Example 15-8. EIGRP MD5 Authentication Debugging
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router# debug ip eigrp packets verbose
EIGRP Packets debugging is on
(UPDATE, REQUEST, QUERY, REPLY, HELLO, IPXSAP, PROBE, ACK)
router#
EIGRP: received packet with MD5 authentication
EIGRP: Received HELLO on EthernetO nbr 10.0.0.1

AS 1, Flags 0x0, Seq 0/0 idbQ 0/0 iidbQ un/rely O /0 peerQ un/rely
0/0
EIGRP: ignored packet from 10.0.0.2 opcode =5 (inv alid

authentication)
EIGRP: Sending HELLO on EthernetO
AS 1, Flags 0x0, Seq 0/0 idbQ 0/0 iidbQ un/rely O /0

Four major reasons for failing adjacency exist:

« MDS5 authentication is configured on one router fietton the other. The only
way to verify whether EIGRP MD5 authentication @nfigured on an
interface is to analyze the router configuration.

« Interface configuration refers to a wrong (or nastent) key chain. Verify
that the key chain referred by tipeauthentication key-chaincommand
exists by using thehow key chaincommand. Sample printout from thleow
key chaincommand can be seenErample 15-9

Example 15-9. show key chain Printout

Router# show key chain
Key-chain Flintstones:
key 1 -- text "Fred"

accept lifetime (00:00:00 Jan 1 1993) - (00 :15:00 July 25
1999) [valid now]

send lifetime (00:00:00 Jan 1 1993) - (00:0 0:00 July 25 1999)
[valid now]

key 2 -- text "Barney"
accept lifetime (23:45:00 July 24 1999) - ( always valid)
send lifetime (00:00:00 July 25 1999) - (al ways valid)
NOTE

Key chain names are case sensitive.

+ Routers are using different keys. You can verifyohitkey the router is using
with theshow key chaincommand. Any key where tlaecept lifetime line
containg valid now] is accepted by the router and the first key wileesend
lifetime line containgvalid now] is used by the router to sign the outgoing
packets.

« The routers use key rollover, but the real timehenrouters differs. Verify the
current time on all the adjacent routers by usireshow clockcommand, as
shown inExample 15-10

Example 15-10. show clock Printout

Router# show clock detail
15:12:03.256 CET SUN Apr 18 1999
Time source is NTP

The EIGRP MD5 troubleshooting plan should conthmfbllowing steps:
Step 1.Verify that the adjacency is not established @auBIGRP MD5 authentication
problems.
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Step 2.Verify that the EIGRP MD5 authentication is enabbm all the adjacent
routers.

Step 3.Verify that all router configurations refer to thalid key chain.

Step 4.Verify that the key chain definitions match betwele routers.

Step 5.Verify that the routers use the same key (orttmatkey used by any router is
accepted by any other router in case of rollovenados).

Step 6.Verify that the time is synchronized between thaters if you use key
rollover.

Summary

An intruder can effectively use vulnerabilitiesioferior routing protocols, such as
EIGRP or OSPF, to plant Trojan horse servers iotg yetwork or to disrupt your
core links with a denial-of-service attack. Thenarability of EIGRP arises from the
fact that the routing information exchange is nathanticated and is easy to spoof.
MD5 authentication of EIGRP packets can ensurettigatouters accept only packets
signed by their trusted peers. The MD5 authentiogtrevents man-in-the-middle
attacks or route spoofing and offers only authéwgtioot confidentiality.

The EIGRP MD5 authentication uses shared secrg} fetween adjacent routers to
generate MD5 fingerprints from EIGRP informatiorddahe shared secret. The MD5
fingerprints generated in this way are very hartbtge without knowing the shared
secret, leading to a very high level of authenticit

In a secure network design, you should use diftékeys that are frequently changed
in each IP subnet. Distribute keys in a secure otwhrough a secure protected
session.
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